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F : (n, d) > y
= Fcu ,

d) ⇐ F : Tx D → Y

Sometimes the closed foam of Fcn, d ) - O is not

given or is hard to handle .

> need of replacing the mathematical (exact) model
with the numerical (approximate) model

E (rn, da) - O h > o

en : = se - kn error Liye eh = O ⇒ convergence

dh E Dnc $ an E Th C
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V
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w↳ finite dimensional
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is F.
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An higher convergence order allows to obtain a
smaller error with larger discretization step h .

However higher order methods do not always grant
stability in the solution .

Example : test equation dissipative term

(e) { Y' (E)
= -dyÉÉ > 0 ( d > a)

+
math model y (ta) = yo

↳ initial
energy

D= { to, yo , d } a = yet) - go e-
*

ya

we expect :
Backward Euler live y(t)=0 ✓ ✓

".

yct) > o tt > a ✓ ×

Crank- Nicolson

Ceauk - Nicolson is a second order method
,
hence

convergence is faster, however it yields unreliable
results for too large values of h .

Backward Euler is a first order iuethod , hence
convergence is

slower
,
but it is always reliable

(in this example) for any value of h .

Convergence ⇒ Consistency + Stability

Lax - Ricktueyee
"

Equivalence
"

theorem

Consistency is granted if a reduction of h causes a

reduction of the residual f- error)

line en = O
h→ 0



stability is granted if a small variation in the
data set causes a small variation in the solution
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Assumption : y c- É(It.) .

The regularity of the function is of paramount importancewhere choosing the numerical method .

Flu
,
d) = O se -- y

' (to) c- 112--4 D= It
.

Taylor 's series exposition : yct.tn)=y(to)+yTÉh+y"(5)¥
(to second order)

where 5 c- [to , tatty

and / y
"

(5) f- M since yeETIT.)

→ y(toth) -y(to) - se - y
"

(5) ¥ = 0 ←> Foe, d) = 0
he
- Mathematical model

ewe%
⇒ y (teth) - ycto) - KE = 0 <→ Fncremdn) = 0

h
Numerical model
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he
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Application of this example : Cauchy Problem

{ y' (
t) - flt,y(tD t c- It - (to

, t.tt
r

y(to) = yo if f(t,yCtD= - dyct)
the problem becomes

the test equation
0 I 2 - . . Mt - l MT

1 '

; ;
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tott ¥to
At

" Lhe = I

Mt >
mesh or grid

tie = to + KAT} we are just going
to evaluate the

solution of the problem at{ K = 0
,
1
,

. . .

,
Mt these nodes (the value in- between
is not known) .

Un : = approximate solution ya :=y(tie = real solution

llo = Yo
+

only certainty we have

to > t
,
= to the > ta = teeth > t

,

= teeth >
. . .

No = Yo alla alla Uz

"

Forward Euler" method

the - No = L(to, no) > µ⇐e=Uk+hL(tryUk) K= 0,1 , . . , 14+-1

he No = Yo

the - No = f(t, ,µ,) > { llkte-llkthfctk.IM#-+K-- 0,1 , . . , 14+-1*

he No = Yo
"

Backward Euler
" method

* Algorithm where the solution is not explicitly
computable; in other words, it has the form of an
algebraic differential equation (if f is non-linearwith respect to g) .
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crank - Nicolson
"

method

{ llki-e-llkthgffctryllk-fcti.ae , that)) K= 0,1 , - -

,
Mr-1

* -

No = Yo

teal =/ yk
- UKI E Ch Joe Forward Backward Euler

(1st ordered
/ eat = CTE for crank - Nicolson

(2nd order)

titre
: e-- are > eoj-e-eogci-pe.gr#h,3

yr

7
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we already saw that a drawback of the crank -Nicolson
method was that it oscillates for too large h .

> Crank - Nicolson is not a monotone method

#
positivity preserving

→ Trade-off between convergence order and
monotonicity

Backward Euler : ellen = elk + hf (time , then)

ie - un- hfflkte , a) = 0

Algebraic differential equation

> gone) - 0



Need to account
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to -

g (a) gcb) - O. ¥t'a I 't 2.Choose to e (a, b)

g¥ 3. Compute g'Cta) and g Ctu)

4. Find intersect of tangent
at
g with taxis

and call it true

5
.

Iterate from point 3
untie gctk) - O

second order method
'

Newton's
"

method

(ueethod of tangents)

Even if the method does not reach exactly zero
it will anyways

reach machine precision
smallest number displayed

<

by machine's bits architecture
(e.g .

she bits - to
-b

)

O - method : a general form foe numerical methods

• ← go, ez
Lee differential equations
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'

(t) =L (t , yet)) t e It - ( to , t.tt)
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↳ free + G- D) Lie] is a family of functions :

¥
0=0 > Forward Euler

D= ¥ > beaut - Nicolson

D= I > Backward Euler

Theorem : There exists a positive constant c
INDEPENDENT of h such that

lent e- Chile)

where
p (e) = {

1 0-+12
2 0--12

Absolute stability
# stability

⇐, { y' (
t) = - dy (t) , t >

to T- + as

⇒ jct, getD= - ✗yct)
y(to) = yo d > o @ c- R)

Use 0 - method to find the solution of the problem

y (t) = g. e-
act-to)

we know that the mathematical solution is
asymptotically stable since d> 0 ( Lyapunov stable) .

live yet) = 0t → tcs

What can we say about the numerical solution ?

live un = a < > absolute stabilityn→ + cs



L (g) = - dy Jn = - dun Ln+e= - dune

D-method : {
^^" - un = - O Xun + e - a - e)dun n > o

h

no = Yo

> rent / In + Od] = Unf In - (e- e) if

> lente = un
t - Ah (1-0)
I + dhe

n > 0

= un- did , hi
Ma = u. Gold,h) > ha = Me Gold,h) = no old,h)]

"

> ten = no [Gold,h)]
"

n > 0

I

# yn = yo e-
dnh

To grant absolute stability it must be Q¥•un=o
hence Gold , h) ← I > - e e t - Aha - 07 e e

alt dhe

1) - l - dhe e 1- dh + the 2) ✗ + ✗he > 1- dh + dhe

h e I -1 he > o
✗ 1 - 20

> can be chosen
mummy o e he⑤⇒ 0 =-D e- I

> given quantity
D= @ > o e he = 2

a

0 = 12 > unconditional absolute stability

42

to 1 ;
> 0

c.si#u.-A.S
.

2
for a > I the right - hand iueqnation doesn't make sense
so we only consider the left-hand are



Physical Mechanisms

"

Advection"

s die

at
-0←¥¥:÷÷¥É-É*÷:

"

Baseline
"

£ time

- Diffusion > Fick's Law

- Advection recombination{
. Net production = G- - R

"

G
,
R → 0

T

generation
> NO mechanical phenomena

Non- linear

Algebraic Eqs

FCK ,d) = 0 M.P
.

0

" ""
I

Fh(Kw
,
dhe) = 0 M.P.

Rf I
V3
a >

Ñ

p→e =L3 ? It
E 11 >

①DES
-

"

0
¥

>

%

system of spatial£
, (CauchyBALANCE LAWS computational

t domain
Problem)

PDEs

It should not be considered as a fixed domain
but it has to be described by an evolution equation :

do = At → t c- [0,1-1
t=o

For now
,
we will not consider the time dependency

of Rt and the non-linear differential couplings with
the outer world

.
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j.cat)
-

ee - ee (E) t) +?⃝j= P sieRcpi

J = Icu)

(
J→= JACE, t)f t c- [0,1-1

¥5
,

+ ¥3 +8¥
,

-
Jslñit)

-

Do mixed physical dimensions !
time rate of velocity
change of re [u] = 0 [P] = § 1J] = V.mgr

> J→ : flux density of u

foie - Jj . ñdI = flux of ee across is
s

.li#I*.:-.[du] = g. ma - u m⑤
I

*
I

"""

jg.jdr-j.oaj-s.in dz = 015=01%+1
r t
Stokes theorem

☐

{
8¥ + E.j =P balance law

J→= . . .

constitutive law foe J
P = . . .

" " " P

we are still lacking : 1 Initial condition

and

2 Boundary conditions
t=O

1 iecñ,E) =ii(ñ) given function of Ees

2 On the boundary 8D :

→ ie → j→ → both

OR = OR
☐
U Odm U ORR

T T T

Dirichlet Neumann Robin



Dirichlet G. c. : u↳ -ñ☐(ñ,t) Feeds
☐

Neumann b.c. : J . Ñ = jI(ñ,t) I c- dsm
0AM

Robin G.c. : Fr Jo Ñon: a-rlñjt) ee - B-plñ, -4 ñedssm

We now need to explicit the constitutive taws .

advection - diffusion
J→ = In - ☐In → model for the flux

density of re

ja -⑤u_ velocity field [v7 = ng

Joe = -⑤Eee → Fick's law

↳ diffusion coefficient (D) = m÷

P = ? > microscopic model of the system

"

mass density
a

"material volume
"

y SEE,t)= live mom

dVk
y

R→o+ dyk

iz
v

>

"

The smallest possible SHE,t)= liveQdu-R-sot.dk
< volume that retains

charge densitythe properties and physics
of the material

"

> P = g
- ku our chosen model

production
g- gcñ ,t) > O K = k(ñ,t) > o P = PGE,t)

consumption
Note : if PCE. ,t)= 0, then UCE . ,t .) = gCE.tt

Klño ,-4

Under the assumptions that : 1) E.J is negligible
and 2) the system has reached steady-state (¥=o)
the solution u(ñ,t) = rect) = relics) is exactly
that of P - O - [ "

camped
"

model i.e. does not

depend on a



Mathematical Model Foe
,
d) = 0 .

¥ +
E.J = in Rx @,T) ; g(ñ,t),k(ñ,t) >0

P
J = Tire - ☐Eu " "

(E) {ii. (E) a) = ie (E) Jeer cpt

J • Ñor Goree - Boss seeds; teco,T)

we will now consider ID problems ( instead of 3D)
for simplicity .

in
iscñ,t)

3D : E- EGE
, E) ñ=# E- = got;t)

ik? -03Gt,t? see
,

>
%

ID : E = Ee Oecxe,t)
t

'

- faiegiugf.ee#effed-(ucoee relevant at
shorter L)

zl2
&}

, , I

'.:::::::É÷%lhAt¥ .

a.
⇒ f. titi:

: : : : : : : : : : :
i
:

*
y r

3D ID Tee

reaction

¥ -18¥ - g

µ
( see -- se) (se, f) c- 52×6,1-7

g- =④ -D¥@ diffusion

,

action

ñ¥ e →Ñe uGe,o) = life) sees

0_ÉTL k fEsJ÷ñ# 8am - por Cn,t)e2Rx(qT)

Diffusion -Advection -Reaction
oa={}

Initial Value - Boundary Value Problem
→ E. = Door

( DAR IV PNP)

This problem can be solved by taking as unknown

either u oej . However solving for one of the two
unknowns care dratassoieatedtoi-aQyeueoaeetheeesueTf-mmtheotherawmnmmnmmm.govher dealing with
the euuuericae model

.



Solving for u:"

.

.
ll >Uh

• , a
finite element approximation

h

Jn Ge ,t*)
Derive Jn from Un :

(11--0)?I - i t >
a

Jn=J (un) = - Down
on

is very badly approximated (even if
u is well approximated ) .

Even using a higher order for the piecewise
polynomial interpolation for een will

improve jn but wmÉnÉEeEEEEnEes .

When approaching a www.ucae differential problem
(with standard techniques) one has to choose whether
he wants to sacrifice one variable or the other

,

depending on the application and final goal of
the problem itself .

"

DISPLACEMENT - BASED
"

MIXED /TWO - FIELD / HYBRID
Formulation" Methods "

(n, un) ) ( urn , Jy , { dn ,Mn} )

advanced techniques
that allow to retain both variables for a
better physical description of the problem

ta Q,
= D. ✗ (o,T) not

,
E)

T -

left,E)
•

E- . . . . . . .

:-# (E)E)

Se
i

o L Te
Je

we have to apply discretization to both n and t .

{Note : discrete steps in time are typically addraised}
with "At"

,
while discrete steps in space argue}eIypieaQy addressed with " he

-



Time semidiscretization

ta

tie = KAT At = I Mt 31 tn T
.

-

MT
-
-

i .
.
-

(uniform) partition in time
)
ta --

te--

Information available only-
at discrete times

.

to- O
-L n

no partition in space (yet)
Mute - MK t O@Jkte t fl - D) DIE =

At ooze on

= 9 ( Grete - KateMute) t (t - O) ( gut Kieler)
K = 0,1 , . . .

,
Mt - t see S

¥
..

÷÷÷÷÷÷÷÷÷÷÷÷÷:
"⇐'"

I
13W Euler

Let's choose 0=1 to simplify the notation :

@KH

p {
%fe.tt + Fate Ureta=ztg see (GL) = S

(I) Jayme = Vantine llama - D o¥kNAa Siete : = ¥ t Kuti > O

Tien JIE Fi = Grete lliete t fats se = 0 ; a =L

No (a) given 30 Hn E SI

> Le 30 and what about

future times ?

Monotone operators
V
"

:= C-(e) n Eff) Luke) : = DJ!) t • (a) Ucsc)
Dh matrix L vector u

L d
.

two - times differentiable one -tune = FOIL. ) t Oke) - f)Iucn)
inside the domain differentiable

at the boundary Ifor ee EV

⇒ Lie =L → u =L
-

tf
" placeholder" notation



In terms of linear algebra : ⇐ a -- E ← a- = E
'

E

Notation QarifecakatTs
Def (Inverse - Monotonicity) : ÉÉÉÑegers to a 3D

oectaefi.e.ee c- 1123)
Let we TT be such that • it refers to any

ND vector fine
Lw (a)>ioHn-É

" " °

LEE Hn> e)

w (a)⇒ o *see or
} ⇒ (k) > 0 *KEE

'
• ¥ refers to

any nxn

matrix fi -e .

Then L is said to be inverse- monotone .=UeRtn=D

Is this relevant for our applications ? YES

The conditions to apply inverse monotonicity are
almost always granted in physical applications
of our interest (ie

" is concentration
, temperature etc

.)
so our variable will never take negative values .

Def (Maximum Principle) :

Let L be inverse monotone
.

Then he satisfies a
maximum principle if
Lw(a)=D her ⇒ min { woe) , 0} e- wee) ⇐ max { way , a} seeÑKEI needs

11 11

Vvmiu Vmax

This property ensures that our variable will
always be bounded .

Lie =L ius {
0¥) + • u =L in r

- > jfu) = Vie - ☐die inRose
Borle = 0 on IR

yorJ→(u) . Ñ = Korle - Boss au 252

En En
e

R
, > LCR) 30 • (k) > 0

a b

> see D-
→

se
En



(E)

for
- O L ice La, b)

assume now 4.+ ⇒ FEET .'II÷⇐ . .

for = O le = 0 at Nea
,
se = b

> Homogeneous
Deeeieheet

We will now describe the Boundary conditions
uueericae method to solve

~

this boundary value problem (E) .

Finite Elements Method

Formal Steps to introduce the method :

1) 4. (Eaton) = off 10=0/6) = o
-
mm

-mm

2) Say .co#atoee)--Sadf to Eq¥T -- off toffee
curve when

3) I' facto) - II get + Idan -- LIL Hole e
.

Assume 01(a) = Olds) = O n Uca) = Ucb) = 0

Then jaofacoj) = $(b) Jcb) - localJla) -- o

→ Weak formulation of the BWP (E) is :

fired eecn) ex - {v.v :(a , b) → IR .

¥
. Wca) = was) -- O} so that :

SEDGE - Vee) FL + fibula =#f Hole x
integral . a

problem
while (E) was 01 is called " test function

" there might be
a differential # secure further
problem properties

Sheet notation : (ve) BCG ,
ee) = F (4) Hole x

bilinear Louie -
↳ linear focus
(linear functional )



Since ¢ belongs to the same space as u we can

arbitrarily set :

& = ee

B fu , u) = F (a)
b b

£1b 8¥8¥ - Vieouz + •meet = fief
b. Is

ñÉI=EÑi 111> (¥5 - vuo÷ + • iii. = fief
tomm

It
fi :☐( 8%5 - Idiot + out -- Jawf

2 doe

[ ☐ (8%5 - ¥§n(vu4+iE§I+ on: =£uf , knee
.

-

I [ V61)u4b) - V (a)era)] = O
b

> [ ☐ (8%5+6+-181) ii. doe = fiefdn

Assume that :

1. Doe) I ☐min > O Hae c- R

2. OCR) + 1-2%4 > 0min > 0 Hn e E

b b

> Blu , a) > Dmiufl¥eYdn + om.eu/uEe1dse
b. a

but also Blu , a) = Flu)= Jaffe)u(a) dn

Let us introduce the following space of functions
[ (A) := {w :D > 112 Jw - (a) due + as }

re

which is an example of Hiebert space .

A property of Hilbert spaces is that functions can
be treated as vectors : a scalar product between
functions is therefore defined through the use of a
hoover

.

For the L
'

space this worm is://wllj-fw-cn.dk - + as
•

So assuming now that u (and 4) and its derivative
belong to E we can write :



Bae , a) > ☐miu Hou
"

+ 0minHouthidock.

This assumption adds a specification to the regularity
of ee and therefore to the space of functions X :

✗ = {v.v :D → 112 a) we Ecs)

b) owe e(

*

doe

e) wee) = 0 }
or

A function space with such properties is typically
indicated with the symbol :

✗ = His)

and its norm is defined as : 11W 11µg -É¥É ← + as

> Blu,u) = meu¥E} . Hulk:

a.li#i:---jIjudn
If we also assume Le ECR) then we can apply the
Cauchy - Schwartz inequality :

b

11L .ie/L.--JaLudseetIlLk.11uk.
Also by definition : Hulk,:> Hulk .

We can finally write :

a.HU/1+iI--fIjudse--HLk.l1uHe--HLk.Hu#
+ Hull µ: ⇐ 11L He → a priori estimate of

a. the solution

¥ ~ K(d)
stability

"
estimate

t
This estimate was obtained well - posedness
through several assumptions . t
Let's summarize them continuous on the data !
all together :



we Hits)

Ve GG) (Vcu) is differentiable and EYE EG))

Doe) = Dmiu > 0 Hk c- I

• (a) + ¥211K)zze
> 0min > 0 Hk € 5-

Lee) 3 0 and Le ECR)

only under these assumptions we can say that the
weak formulation of problem (D) admits a unique
solution that depends with continuity on the data
according to the aforeseeu stability estimate .

(B) strong foundation > (VV) weak formulation
2nd order BVP

"

find ee c- ✗ = It:(A) so that

FCK, d) = 0 ⇐ B(u, 4) - F (G) = 0 Hole /
"

HI is a Sobolev space

we need to apply a discretization of s to the
anaeiticae problem (vv) in order to obtain
a computable problem .

In this way we
will define

the finite element method .

.
Flee

,d) > Fu Cien
,
dn)

.

lek c- Xn .

✗ > Xn

a

• "

h ←alytj
dive (Xn) = Mn - 1

ten (a) = ten (b) = 0
Mn Ñth element

een e e. (B)
Mn : 4- of elements HKE In : In C- Packe)
h : discretization parameter t k f

union of all paliuoeuials of
An element is a subinterval K elements degree 1 over K
of the entire domain .

" restriction

operator
"

Mn > + as h > 0



The space of functions Xn so defined is called
"

finite element space of degree I associated with
the partition In

"

The only needed information to derive the entice
een is the value at each mode .

The difference between finite elements and finite
differences methodologies is that the former returns
the union of polynomial functions as approximated
solution

,
while the latter only returns a set of

values that approximate the solution just at the
erodes

.

Xn = spare/ Oj }
"

Nn = dive ( Xn) = Mn-1
j=e

> Hun c- Xn : tenge) = It
j=e
% # (a)

Let's see how the basis functions (k) are made :

a Pe . 012 01,
"

hat
"

. &mn+e

A xTÑt"" Kunti
r-

se

a b

Since ¢, and &µn+, are set by bandany conditions
(he = Ufa) and Unna = U(b) ) they are not accounted
for in the aforesaid expression ( so ¢2 is actually
④ in the previous notation) .

A meeeee general notation would be :

Xn = spare/ g. }k
"

rata

j= ,
> Uh(2) = ,¥eej0j (a)

where for j=e and j=Ñ&2 the polynomial is
given by the boundary conditions .

We can finally define the finite element method
for owe weak formulation of the BVP :

find uh c- Xn so that B(un
, da) = FG I-1, . . ,K+2

1h+2 Finite Nn+2

Uhh = ,§gU; Ojcx) Element : I UjB(&j , = Fcoli)

equations j - e



In terms of linear algebra : Bee = F
i row

j column

where (EB)
;;
= B( & :)

> The finite element method (F)e. = Foti)
entails the resolution of
ME+2 equations (plus the
computation of the stiffness ueatux B- and
the load vector E) to obtain the vector
of nodal unknowns ee

This linear algebraic system is solvable only if
B- is invertible (non-singular) , which is granted
by the assumptions made in our preliminary
discussion

.

In other words
,
because of these assumptions,

it can be demonstrated that B- is positive definite .

The one discussed so far is a FEM of degree 1,
since the polynomials used for interpolation were
of first order (linear) .

A higher degree FEM can also be used with higher
order polynomials, possibly increasing the accuracy of
the result

.

Error estimate

fired me × so that

>

BUT we know that

Hulke 11LHe
(vv) Bfu , G) = F (4) Hot c- X a.

siudiii.iiii.EE?+n#jen=u-m↳computable or not?

(Wn) Blum ,4h) = F(&n) Hohne Xn
↳ computable

Theorem
.
Assume that ee e HER)n Hits) .

Then Hee -un/ ⇐ Chi HeeHwa e

Theorem
.

Assume that u c- Hymn Hits) .

There t.lu -unHÉ⇐ctE%uHµa



The two theorems are consistent with each other
,

since the nerve in Hi is always greater , by
definition, than the movie in L2

. Therefore the
error estimate is less restrictive (1st order

convergence) for the to rearm while it is euoee
restrictive (2nd order emergence) for

the E noeue
.

The weak formulation we wrote for our problem (E) :
b b

(w) LYDIE - Vie)§¥ + Loved -14L
is called displacement - based weak formulation , as
it uses

"

ie
"

as a variable and loses the dependency
an

"

J .

"

This
,
as we have already highlighted, uui.ee cause

same issues when retrieving the values for j.

Joe) = Vu - ☐on
2k

1st Her FEM ni

ni !
Une

Jn E Vien - ☐ Deen
ok

where {
duh

=
Mii - ni

he
,

:

- - 1 1 72
DR

K
h a- I set

in = Jkllndse =
llñ + ein k

k h 2

> Jh = VUE + ten
-

☐ ME - elñ HK c- In
K

2 h

If for example Vcse) = ☐ (2) = •(a) =L (a)=L ,

(a) b) = (0,1 ) and Uk=3 :

.

"

.

• ,

Uh

→ flux density
0 1 > is not

jn
Continuous !

I
>n1 not so accurate !



Another issue associated with the FEM we have

analyzed resides in the
"

a priori
" estimate of

the solution :

pull, ⇐ HLK.
o

where exo = miles Dmiu, Amin} , Dmiu E Dce), Amin E once) t Laffite)

This estimate also holds for the numerical solution :

Hunt .: ⇐ MLK.
do

It is evident that
,
as a. decreases

,
the estimate

allows een to reach very high values .

It then happens that Lee very low a
.
the numerical

solution suffers from spacious oscillations unless a
very narrow discretization parameter he is adopted .

These oscillations of course make the computed
solution unreliable frame a physical standpoint .

Let us now introduce the Pellet Numbers :

Read = IVI k pellet number associated
3D with advection

Pe =
OI Pollet number associated

oeeac
@ D with reaction

It can be demonstrated that if either of the two
pieclet numbers is greater than one than the numerical
solution is affected by spurious oscillations .

There exist " artificial
"

ways
to decrease the Pellet

number (whichever is too high) without reducing
the discretization parameter , which typically
requires too high computational costs .
Since both numbers depend on D, these techniques
generally consist of a finedcrate) increase of the
diffusion parameter :

D 7 Du - D t
"

extra diffusivity
"

=D (et G- ( Pe))



E.g. :
G- (Plead) = Read > Dh = D (It Dead) =

"

Upwind stabilization
" Re =

1111h 1111h
ad

213h
=

2☐ (It Dead)
=

Peace
1 + Dead

= I always !

The result will be perturbed but it won't
have oscieeascieus !

Note : the condition on the Péalet numbers is
reminiscent of the absolute stability condition
of the forward Euler method .

Read = 111th e- I → h e 2D

2D

I
141

Ate ¥
# D= 141

☐



cddegy¥=oHWgy
The cell

,

i '

, Sade = Let Rafe
cytosol# -

'

,

tianya.az, . .

.)# .

tm-R.ee

-
- > survival

n
.

÷*÷÷÷÷
.

- chemical but also

0
. se

.

. . I ?⇒°
"

.

I"⑥g faeces in time)

Ses '

ng
' p£T\

, glucose
mechanical-membrane

stability T.cn#..a%eeubeaTeoteeusJp.
(cytoskeleton)

.

⑧pj⑧pj tr s- trim ÷ .

.
.

. :*mechanical lipids -

Iforces
charged fluids

fluid
(extracellular

,
Fain've - acids

:

environment fixed charges
forces ×

.
r

mixtures electric field
(fluid t particles)

coated
-

ion flux
HOMEOSTASIS electrical

balance lows t constitutive equations forces
in a cell

We will focus on the e¥¥ activity of the
cell and forget about other mechanisms to simplify
the study of such complex system .

a.g.IT?!!nTtkotionsHFq#.IiieuetionEi



Malar density of a ion species : Ca = [md ] = [mm ]
m3

Mol
eosdm,

= 10
-Smd

= 103M where l mole = 1M "enolase"
m3

=
Mal

e liter

se Da

Hao + I can be very different
diffusion y e. g. Ca

Lion channel
"

;¥¥¥¥÷.
""

against diffusion
release

e.g. : ex is Ca" and store is endoplasmic reticulum
↳ noxious at high concentrations

el

ius stuck#
ke a capacity

☐
,

Oki se FST
sat

on the membrane ;§÷;÷¥jiduced charge
7 I ÷÷at > off,÷ ¥4 :

Debye length - d ←

÷

→ Ñién
- É;ñ!

>
ar

Jatt . ñ=j = [ Email = [ Emit

> ji.it =jt+jieudnctiJ
↳ ONE variation of charge densityat

oÉe(t) + 0%4-7--0 Ft

> Continuity equation :

cot ( ti ) -- J + 215 = II.+ > ÉF - O
Ot

Edie displacement



KCL : - ji: + FEET + ja÷d= 0
Se Sa

el
.

: :

Ka : - ji: +8--7*+1%1=0

,÷•¥µ:
"

at
- tot

Jan = • ñi
,

ae JIE①
j.IE = III. ni ooo!

she rot

/el elFi . Jatt = 0 Ok
,
+ ok

,
,
= 0 :

-

tm
>

continuity electeoueutealetg
equation of the eueuebzaue

• cand
→ -JEE -JEE + j:D + ja, = 0 Ht

(no absorption→ because of KCL of ions within
→ j¥i= -JIE the membrane)

In the cell timescale
it is typically : quasi - static

dB→rot (E) =
zz

= o > É = - # µ
\

approx .

tm? ,¥É? unit, :-. yiyt, -4¥, [ wet]
£"

seen

The electric field can be
0
.

considered ioeotatioeeal
.

Ice

<
other words

,
we are dealing

as with stationary fields .

yYt) :=y(ñ;t) Mt) :=y(ñ;t)
But 5é=E=Ñ " because of the short thickness of the
uueuebeaue with respect to the surroundings .
However 4in =/ Yat certainly .

If we then let tm→ 0 we obtain a discontinuous

function of y where the discontinuity corresponds to
the uveeubeaue and is equal in amplitude to 11m

.



> 4
the electric potential indeed

the cell
,
however f-earn now

are we will assume it to¥⇐÷a÷÷> ""
•

within an:*.

be constant

*

§ potential 4Cñ,t)= yet)

Vmcñ
,
t) = yÉct) - ysitct)

local membrane potential

Definition : jI4ñ,t) := emdvmlñst)
t.at

specific capacitance
em = em =/ Em.]/ tm

dielectric constant -

of the membrane

From experiments (Hodgkin - Huxley) : Erin = em - to
"

Em,
tm

Emovmcñjt) + j:{ñ,t) =jE(ñ,t) HE €2K Ht c- It
→
7-
-

y r

il input source

y j¥(ñ,'t) Sgecñjt)

Sglñ,tY* gating variables : :

se n

\
↳n(Est)

- /
gm }

> non-linear

Vm(ñ,t) = em transmembrane conductance

☐ ☐ gm = gm(Ñ,t, CAGE,t) , Vmlñjt), sgcñ, t))
t

accounts for the indoor=

densities of all ion species (n- size vector)
The gating variables Sg ; c- [0,17 are probabilistic
quantities that describe the likelihood of the membrane

pores of being open or closed .



This is the equivalent mathematical evaded of
a piece of ueeeuloeaue ( local ODE evaded)

Note how for each fixed E it resembles a
Cauchy problem .

Characterization of the transmembrane conductance

Let's apply all previous considerations , not just
to a portion of the membrane GE inside the
membrane) , but to the whole cell volume Cñ at
the center of the cell) .

'I

1
I (f)

Sole = ↳ Rate=/guy

current
densities- Whole - cell

ODE needed
r Vin

currents

= Cm Gm }
"

24 boundary
surface of V

Ift)
?Ia(t)

=

J¥Cñ,t) • ñ=j÷Tñ,t) > )J¥Tñ,t) . ñdI= I (t)
Scale

- I (t) + Ift) + Iact) = 0

where Idt) = Cm- dvmct with Cm __ em . Swee
dt

I.•(t) = ? linear resister

e. g. : Idt)
= G-mitt, Vmct)) /Vmct) - Em,act, Vmct)#

1 Linear resistor model : Iact) = Gina /Vmct) - Enix]



i. r
At steady-state : ie = 0

+

If Vm = Ein
,a

: i a. = 0

It
I = 0

"

thermodiuauuc

,
- G-mix- Emia equilibrium

"

a ions are not e
allowed to cross the

membrane
,
even if c÷ * 0¥

This is achievable only for a special
value of the membrane potential :

Vm = Erina
counter.lk#ffiusion
action which has to be associated to some form

of work within the well that opposes to
the natural gradient diffusion of the
ions

.

→ Newest potential associated with ion species ex :

Eiga := Y-nlufc.IT
Za Cian )

where V+n:= Kist thermal voltage ( Vane 26mV @ F- 300K)
9

Krs = 1,38 . 10
-"

Jk g.
= 1,602 - 10

- "

C

Za : chemical credence of ion species a

Demonstration of Newest potential formula :

⑤ volumetric
el

☒
2- a -_ +1 La = 9 Za Nar Ca = Fzaccx charge

☒ density
⑤

2-• =
- y

V9# Nav Cadd = Qa
☒ -7 r:¥¥¥¥÷conduction☒ current Nav : Avogadro number

2 F =

q Nav : Faraday constant



Ions can move by :

+ diffusion J-ou.gg = - F zaDa #Ca

current / =/ Eoe.ms?fn-mmd.1--fA-m.] :→

density

+ electric force É = Fzaca É

force
/
=/ Eoe. m¥ . E) = 1am. ]

density
elelect bieity ua=[I÷]

> Jsdrigt = Mad 1=1-2*1 CaÉ = OLÉ

where ou - F / Zal Capek =/ R
"

m
]

electrical conductivity

⇒ Newest - Planck transport needed :

JI = F / Za1µÉCaÉ - FzaDaÉ .ca

It is a model for ion electrodiffusion ( draft-diffusion ,
like electrons and holes in a semiconductor)

Iieepose wow Ja = F / Za / Mad CaE - F ZaDada = 0

T on y
- d-µ € ID equilibrium
22

>

1221M¥ Ca# + ZaDa%¥ = 02k

Einstein - Stokes Suealuchowski equation : Da = V4!I 2-al
- z ca
a

= - 1¥18:8¥

8¥ = -
Vin dca 1
Za da ⇐

= - ¥÷§zlu(Ca)Caf
Y = Y (a) and Ca = Cafe) since we are at equilibrium
(steady - state , no time dependence) .

Y (a) - ✗ (a) = -

Vtn lie (Cate)) =
"

chemical
2- a Caco) potential

"

e- tin > Vm=Vtnlu(É¥ )2-a



UI (linear resistor model

§
Gina

go.eu/T-EtVm#cm--Eni.a--Vtnlu(cI )Za C'I
= = =

I = Cmdvm Ia
.

= Coin,a( Vm - Etna)
dt

- Idt) + Cmdvmct) + G-in,a(Vm(t) - Enix) = 0dt

( Riga =L ) dvmct)
=

I
+ Enix - Vmct)

Gina dt Cm Rin,€m RnÉa①→E

✗ DIE = - WE + f- [ Enix + IERin.ift-IT-ltgt.tt)
Vm(to) - ki = Eiga → equilibrium at starting condition

Let's now analyze the Newest- Planck equation by
unedifying its expression in a more familiar form :

JI = quad / 2-al na É - q Za Da
É -ni na (E) = CAGE) - Nar

TD I Én(qµ% / Zal Nack) E -

qzaDad
hateont

Ja = qZa(µ! Ital na- E - Da Ona
za on]

> La = Ja = [ scmz
.

c) = [ m
--51]

qZa

Jalna) - dead 12=-1 E na - Da@na e > Jcu) - Vie - ☐die

_¥
on on

Cauepeete the Pellet number associated to this
advection - diffusion problem :

r
> 1^-41

Pe = KIVI = hail / El = hail / El = Iza
> 1ad

2D 2Da 2µF Vtu 24mg1 Zal

> 1^-41 > 2V+w e- advection - dominated
1 Zal problem

µ
"

? - i - ' ' ' ' ' ' ' ' ' ' ' ' ' ' ' ' ' ' ' ' ' ' ' ' ' '

µ
' ' ' ' ' ' ' ' ' ' ' ' ' ' '

' ' ' ' ' ' ' ' ' ' ' ' ' '

4-. . . . . . . .

: : : : A-µ Yant
Vm

- - f f f-1 1

- " " " " i "

> &

o Em
he



Since in cellular electrophisiology Um - 90mV the

voltage drop between discretization steps is in
general eunuch lower than 2Vth - 30mV

,
there are

typically no issues ( such as spurious oscillations)qwhere computing for the numerical solution
the problem .

Example : E⇒eaust. (it is often a reasonable approx .)

I
. . . . . . . . . .

E is constant y
"

E→ gut
troughout the . .#a - few A-

channel
pace

0 tin
' ' ' ' - - i . . - - -

ieeeueloeaue

E =
- 0¥ =

- Yutzy
in
= yin = Imm

v -- MEE! E - mi 'Et En
-

Dead = ha = huebel = Iza
~ " '

2tmµadVth tm2Vth

I Zal Gee I V

Dead e t
so as previously demoted we typically don't need any
stabilization technique for the pellet number .

This however can change in presence of fixed charges
within the channel

.

j.
The electric
-
-

can have fixed
field associated ← charges in their

tontines:ha*at÷D¥÷÷¥f¥÷÷malong the channel ,

electric field
walls and -
should therefore

U 0.2
be considered as

↳ folded proteins specialized
boundary conditions, in the

passage of specificacts on a 2nd dimension iaee species thanks to
that cannot be accounted for receptors
in our previous model .It is then clear that our ID representation can be
a good starting point for the study of this problem
but it can definitely be improved .



Another aspect of higher detail that weight play
a significant role in the evaluation of the Péclet
remember is the iuteachauuel water

.

As a matter of fact , so far we neglected any
interaction between water molecules and ions

(solvent and solute) .
To account for any possible

" push - pull
"

mechanism between ions and fluid we
use the following :

⇒ Velocity - extended Poisson - Newest - Planck model:

JI = q ItalianaÉ -

q za Da
É na t q Za na JI

↳ fluid
velocity

It is a needed for ion electro - fluid - diffusion .

→

La = JI = IZal
za
Mad na É + halter - DaEna

9.Za
= na ( Eg + 12T¥ read É ) - Da#na

Yeow be greater than before!
t

Numerical oscillations due to Read > 1 might now be

relevant
.

Consider now the simple problem :

• Nernst - Planck model

• ID case (see lgtm] )

• constant electric field ( E =
Vm )tm

• steady - state condition ( dna = 0)
Ot

Jind - quit / 2-al na Vm
tm
- 9 Za Da

Dna
2k

L ~

The question is : how much is Jind ? and so gm
?

To solve this problem, we add a fifth hypothesis :
• Jind = const. i. e. no consumption or generation

inside the channel



Vthlloeel

= .⇒ @
-and

di - 0 > 8k¥? 12=-1 na V¥m - q
2-
a Da Dna

Dna Vm
2k ten

-

Vth 22ha
= @

Za dset

{ - dingy, +
Ea Vm Dna

= 0
,
see (o, tm)

Vtn tm On

na(a) = nice ndtm-n.it

Nack) is the only unknown of the system .

Characteristic polynomial Pcd)

Eigenvalue analysis : Ñ+ÉÉ = o
Vth tm

d ( Zoe Vm_ - d) = 0
Vtntm

d
,
= O da = y =

Zavm D= [m-1 ]
Vtntm

⇒ Race) = At Berk

{ A + B
= nice

At Beftm = naut

{
A =

riñetm
- net

ertm - e

B = niet - nÉ
ertm - I

⇒ Ja•d= qµ! Kal Vm (At Bete) - q za Da Byer
"

= const
.

tm

=

qµ! Kal
Vm A + quietZal Vm_ Beth- qzafladvtn B 2-a Vm ere
tm Em 12*1 Vtntm

correctly does not
>

equal
-

depend on se as it was and opposite
supposed to be constant

=/
9µF / Zal Vin

niñertm
- neat

tm ertm - 1

pm __zaY÷n= ytm
= 9

Da zapmniieR-n.int
tm em -1

Introducing the inverse of the Bernoulli function:

(Beck) : = se

en - e ]



we can then write : Jind = qD± za Be@m)[n÷eK- n:'-)tm

Be(a) . e' =/ se

e
-n
- y

= Before)
1- e-

se

=
- se

=

q
Da za /Befpm) nix - Be(Bm)n¥tm

2 Goldman - Hodgkin - Katz (a-HK) model :

ja
"""
=
-

q
Da za /Be(Bm)n%+ - Bet pm) hiii =Itm

- Seek

with pm = ZavmVtn

gm,a
-

q
ZE niñ Da effective conductance [Imz ]Vtn tm

Em
,
a
= Vth ( niet⇐ n.in

- 1) Be (Bn) effective Newest potential [v]

In general it is very hard to know the exact value

of the diffusivity Da within the membrane channel,
as much as it is hard to know its thickness tm

.

However
,
it is possible to experimentally derive the

uneeubearee permeability (with respect to a certain
ione species a) :

Pa = Da = [ as]tm

Note : the G-Hk result for conduction current resembles
the general formula for current density :

JI = qnaZaÉ← drift velocity
It is then evident that the a-HK current

displays the same terms through the use of
effective parameters :

JIGHK = q hilt za Pa

where nett = Bet pm) Rina - Be(pom) nett and I = D=
are the effective parameters foe concentration

m

and velocity, in the sense that they efficiently
approximate with a single constant term their

respective variable, which in reality way oaey



in both time and
space along the

ieeeeeelszaeee channel
.

The whole G-Hk equation is an efficient model
to approximate with a constant effective current
the actual channel current

.

Let's now see how well this needed can estimate
the conduction current ice some limit cases .

Ja
"""
=
-

q Reza /Be(Bm)n%+ - Befpm)nÉf
V5

.

Jind = quit / 2-al na Vm
In
- 9 Za Da

Dna
2k

Be(a) = 1
T

1
.
Zero electric field > E = 0

,
Vm = 0

, pm = O

cand

JE
""
= - qzaD±(nÉ - nice) VS. Ja = -

q zaDa
dna

tm 2k

The G-Hk formula approximates the concentration
gradient through the incremental ratio between
the two endpoints of the domain :

Dna
a
hint - nice

2k tm

2. Uniform concentration > hit = nÉ = ha

ja
""

"=
-

q za
Da ña / Be (pm) - Befpm)] =
tm -

set Beck) =/ x + Rex- e = Ket = et Beck) = Before)
e-- e

= - qzaD¥mña /- pm]
=

q za
1 Head Vtn) ña (Zahn )tm / 2-at Vtn

=

g. Halle! na Vm Ja
-d
-

q /Zala! na Vmtm
115

.

tm

The G-HK formula is exactly equal to thetheoretical
awe

,
which is reasonable since Jind is

constant and joint is also constant Gg definition,
so it has no issues with approximating the real
behaviour

.



As the GHK approximation is reliable in both

limit cases
,
it is expected to always yield a

reliable value for any
intermediate case

.

We will hereafter consider the following velocity -
extended problem :

• Poisson - Nernst - Planck needed

• 3D case

to evaluate the eaugeete expression of the drift
velocity Ea .

Ja =

of Italiana -

g taDa#na t q ZanaEI
< > JI = of Naza

Ea

Ea = ?

Ja =

of Iza Imad na -

g ta Da
# na t of Zana JI

=

q z. na ( Eg - ME 1¥! Ey - Data
.

#na]
=

g za na Loi - met ¥7 # y - METE:# be (Em
=

of Zaha [ Eg -Mad Vtu

- qz.n.co, .a¥¥¥÷¥u
't # Eun

Kai
( 4 t VII.he (Fey))]
t X

electric chemical

potentials
Electrochemical potential 9¥ := y t VEI leeching)

j. = qzanaf.ES - MEEE
Eec . - Eq:celectrochemical field a

EE = - Epic
E. =qn¥E. → E. = +MEEEE → q¥=ytV¥z luffy)



3) Hodgkin - Huxley (neuron) cell model

and characterization of the gating variables

✓
neuron

⇒
a- I

input •
(A)

g.⇐µ± ,ggg.§gg÷ÉVon - Y"ft) - putt)m2 cue
'

µ [Ena EI EL
weevil-eerie

specific capacitance potential
of the membrane =

serial

contribution

-7g-i.
"

leakage conductance 2 associated with chlorine ions
E- : Newest potential -5 (+ some other ions)

gk=g←(t,Vm) : conductance y

f÷÷i:÷÷÷÷÷÷**÷
.

Gaia
- Givat,Vnn) : conductance associated with sodium ions

Kt
,
Nat

,climate
parameters 2-

ex
: +I +1 - l

KCL at node (A) :

TT-ottemdvmi-gnafvm-tmatg.ie/Vm-Ei--)+g--(Vm-ED--0f---dt

with initial conditions : Vm(t=↳=Vm
If we euareage to find an expression for Gma
and gie then we know

how Vm will evolve over

time
.



Notation change : Ja = ga - ( Ym - Emr)

=

ga
. (Ym - Em + Em - Em

,
a)

where Em is the resting (Nernst) potential
of the cell while Ema is the Newest potential
associated to ion species a (e.g . Ena) .

Em is a constant that holds information related
to each Enya .

> Ja =

ga
. ( o - Oa)

where 0 : = Vm - Em and Va = Em
,
a
- Em

with this change in the notation it is easier to
see when the cell is not at equilibrium (0--0) .

> TT-ottemdd-tgnafo-onatg.ie/o-oi--)+gi(o-oiff
ufo ) = 0

Em = const
.

to = 0£ ↳
equilibrium at
starting condition

Nernst potential for ion species a : Erna - YI.lu (EE)CE
#

Newest potential of the cell : Em = ? Ja
""d= @

Assumption : all ions are monovalent (za = ± 1)

> Goldman potential : /permeability
Em V+nlee[¥É PICE

'm"
+ ¥; pi- ciao-1

I IÉ Pic; "" + IE-pi-c.im j
1-
and ↳ concentration

✓ tot
- @

where j¥d= Eiji + Eiji
-

Mt = 2 number of cations species ( K+ , Nat)

M
-

= 1 number of anions species (Cli)



Gating variables

ga = gags) where sg are
"

gating variables
"

Sg = sg(t , G) @ e-Sgi ⇐ I

a-ion channel) ( a- ion channel
closed

open

we now need an expression for go.GL and, encore
importantly , for soft,↳ .

From Hodgkin - Huxley (1952) : ( i ) Potassium

gk=gI-①→ Sg = n

differential equation
( balance equation) - &n=un(l-n)-Bnn\
--

generation consumption
an - (01-1) .Be(€' m3 eomv

+ 1) rate rate

Pn = (0,125.1 )é%omvMS

am = (Ims) .Be(j§mv +2,5)( Ii ) Sodium

Pm - (4-1ms)é%•mv
gµa= g-Nam>h_Ég=[m, h]

IF = Km (t - m) - pmm an -- (0,071ms) -820mV&¥=ana-h)-p pn=e⇐'É¥→

g-a -- const
. =/ A-

'

] as
,

-_ as
,
(G) =/5'] psagpsgf.hr)=[5

' ]
m2

Sg : proportion of ions inside the uueeeebzaue

1- Sg :
" " "

outside
"

"

as
,
: rate of transfer from outside to inside

Bs, :
" " " "

inside " outside



These equations were the result of a careful
interpolation between eecatheueaticae models and

experimental data .

We finally have everything we needed to determine
the ueeuebeaeee conductance and therefore the solution
of the Hodgkin- Huxley model :

em d¥ = Jtot - Jwa - Jie - Jin

÷:Jk = gK(0 - ok) gµa= g-Nam
>h

r

dn
dt

= and G-n) - prion

IF = Know - m) - pmco)m

dd¥ = Know -h) - Pilo)h

man - linear¥t=¥¥=19mm,h Cauchy problem !

(use ODEISS)



The Cable Equation model

✗ action ( nm to m) post-synaptic
potential biological voices terminal

s

y
to

be (
>
"

source
" syuap_ myelin

cleft Caron'so¥L ↳ "dendrites" protective
depolarizing ( e. g. axons ) pre

-synaptic covering)
signal terminal

It's not just a time-varying problem but it is

space
- varying too !

ya

=

Rs I Rpip
axoee { RoutRtot

→ + **

.
i.

÷

m .

'

.
¥

. . . . . . . . . . . . . . . . . . 0

y
l

↳(f) > 5- a-at

=
Vm ⇐ § '

:

Osa
⇒

~ 50mV see

it Depending on the value of • Love=/
-

t
are allowed or not to neglect the y
dimension

. Since AL is typically0

very small ( especially in the human
body : aye 5.10

- s ) we can consider just the se

dimension in our problem .

Assumptions : 1. in the iutea extra cellular region
Ca = Cafe,t) = const.
↳ concentration

2. Use,t) - 0

3. in the intracellular region
Sa.

= const
.

> a

(E) resistivity-



Characterization of the axon duct

1) Current constitutive equation (along se axis)

> electric conductivity [FnÑ}5
0hm's law : J = or É

- electric field 1¥ ]{ electric current
density [ Em.] > Young 's Modulus 1m¥] 3g} Hooke's law P = E E

> relative elongation]
>
wreckage
stress Hmd ~

hewed
Ymca,-4

setdie
I.nest) > on >

drcse)

Vince,t) Vince +die ,t)
& >

doe

0 0

⇒ 44--0
=

DR (a) = Jae dae = Sae
dae

* a
,

d Vmcsgt) = Vnlagt) - knee +else ,t)
$

- DR (a) - I infest)

= fax else . Iink,t)
a- at

Ince
,E) = dVm(n,-4 tea e

da Jae

= -
Vmcktdset) - Vince,t) ita

die fax

else→ 0 > Inca
,
t) = - ita dVmfse ,t)

Jax doe

I
0hm's law : Joe

= • En = f- (-0442k



2) Cweeeut balance law

. . . . . . , , ,

✓
. . . . . . , , ,

se se + dse

Iink.dz,t) >?⃝Im . I.
2

> I;ke+dz,t)
dree) dree)

- - . _ - - - i - - - - - - - - - ' -

IinGe+dz,t) - Iida - dog,t)=o
doe

no current
dse→o > dIinCk,t) = @ are in the vertical

Dse direction

1" >
-

ÑVm(n,t)
age,

=D ←> Laplace equation
2)

However this assumption was not correct .
In reality it is :

Idn .2ña- - . _ - - - i - - - . _ - - - i -

se se + dze
Iink.dz,t) >%?⃝m . m→ > I,H+dz,t)

✓ Itmck
,-4

- . . - - - - - - - - . . - - - - . -

Cm

I+m¥ _I+m•nd
=

KCL at a : IinGe+dz,t) - Iida - dog,t) + I+m(x ,-4--0

IinGe+dz,t) - Iida -dz.tt/IIiike,t)+I+iiGe,tD-- 0
T¥ *

* III. ( re,t)=j+I(t,m) - daeaita = emdtmcxt) dzzña
at



Aiou : use the linear resister needed to
characterize the conductive tm current

# It?%,t) = Ej Ice,t) - da area =

=/¥ Gma ( Incest) - Ernie)]dx - aña

I /Egm,a(VmGe,t) - Ernie) + emdvmostydx.au-a-ot-I.ike.dz
,
t) - Iida.dz, t)
dk2ña

emdllnfsgt) + I dIin(Kst) + ( Is gm,a) Vince,t) = E. Gm,aEmixDt 2ña 2k

"(4) = - ta °#"t)
fax 2k

i. e
. Vince ,a) = Knife) Hse c- (a)L)

G. c. fore Hn at x=o, re=L Ht c- (Iit)
Linear cable eq .

model
7 y8z -¥.

it's a PARABOLIC problem
(like heat equation)

Remove the previous linear resistor model assuming
- eond

Neoe resistor evaded : jtmix-gmidvmf.vn - Em,a(Vm)]

emdvnfsgt) + IDIincest) + [ Is gm.ua/m7/VmGgt)---EgmxCYm)Emix(Vm)
Dt 2ña 2k

Iincsgt) = - tea dvnlsgt)
fax 2k

i. e
. Vince ,a) = Hi (a) Hse c- (a)L)/ G. c. Joe 11m at x=o

,
re=L Ht c- (a) T)

Non -Linear cable eq .
model

Note the familiar form of the problem :

(1) die 0J
zt

+

Ee
= G

- KU (2) J = - DIE + Vee

a- - r



(d) dvm +
I dIin(Vm) = - ¥ Gmia(Vm)[Vm - Em,a(Vmµ¥gmµ(Vm)dt 2ñaem else em

= ¥8m,x(Vm) Em,a(Vm) - G+o+(Vm) - the

(2) Iin (Ym) = - ltaovm ¥É
Sax 32

u=Vm J(u)=Im(Vm) D= a
2.Cnfae

V - ①

gfu)=¥gm,aWm)Emµ(Vm) k(u)=g+o+(Vm)
Em Em

Since this problem involves both time and space
variables

,
as already seen we must proceed to

time seeuidisouetizatiou

↳
0¥ with 0--1

(i.e. Backward Euler ueethod, only first order converge .

but unconditionally stable + positivity preserving)
at

O - T
I 1 1 1 I >

to te ta - - . -4¥, tix, t

NT > 1 At = T n = 0,1 , - -

,
NT

NT

> Vm
""

l DIin(Vmi
"

)
=
In
"

At
-1 Em.¥gm,x(Uni

")Em,a(Vin
"

) - g+o+(Vm
""

) -Vini
at

+

21T aem De -

given i. c. : 11mi = Vince, 0)

and G. c. : ??

Boundary conditions

2=00 Riot = Rst Rpie > Us(t) - Riot Iinceyt) -
- Vm (est) =Or

a

Incest)=1Vm(gt) - osctl
Riot Riot

Rs } Vmco, -4 Robin b.c.
a

1

↳(t) =p-1=-0 yJ•Ñ= are - p
±



g. Eincgt) . n→a⇒= a.Vma,t) - pet) voltage clamp
boundary

where yo
= l Ko = Lya Bo = Usct) condition

Rtot

what about a current clamp experiment (i.e.

current source ) ?

r Halt) - Rpi, Incest) -
i - Vince ,t) =D:

:

cm
(t) - Ht =°

Rpip ia.lt) = G-shfaft)ja. -

①Ift) Ja,
VmC9t)

r

l "
= Iink,t)fttGsRpip] - ish)tGsVm(Gt)=0

IRS
=

- Iink,t)= As Vmco
,-4 - ish)
J

1tCtsRpip ttctsppip

f. IT'n(gt) . h→a⇒= a.Vma,t) - pet) current clamp
boundary

where y. =L exo = Cts pore
is condition

1tCtsRp:p It G-sRpip

se
:

-

:*
:

I'm
> :

" load
" resistance that

'

' I approximates the synaptic
- }RaIeft environment at the

Vingt) /
axon's termination

÷

Vm (↳t) -- Ri Iink,t) > Iink,t)=tzVmC4t)

f. Iink,t) . R'
*

= a.Vma ,t) - pet) synaptic end
< boundary

where y.
= l ki - £ Be -_ 0 condition
#



Our problem has
,
at this point, the following forme:

given Vni = Vmi (n)
,
see D= (0,4 , the= 0,1 , . . .

,
Nt solve

dIin(Vñ")
+

11mi
"

any - ¥mj+Iid(se,Vai Ca
, Sj
")

2 a-eeem OR at
=
Vm

Iinfvm) = - ltaovm
Sae③_> - 8¥ = E quasi-static approx .

j = R - G- = Um - K - G-

II. it:ñ = anti
"
- p

or
> man - linear cable

depends on the model equation
(no current , linear resistor , G-HK

,
H - H
,
etc

.)
"

quasi-
eiueaoe" s → (a) = 0 zero order

sieve the [
non-linearity Mee) = EOI€u) + Die - g(u)+Ñ
is in the zero 22

order terms ii.= 11mi
"

E = I on -

2teeeem
-
1-
At

G- = glee) = In¥ ga (a) Ea Cu) secret = - Vm
"

emat
+ MGtot(a)

It can be a highly non-linear problem, whose solution
(which might not even be unique) must be
computed numerically

~

Newton's method
,
>
NON - linear

foe)Ia = [a) such that

F!cx:fCx)=0euIc
:

1.*. .
there can be

Ia
,
each one

sea"" = seen - feel
"

)having a different going
HK > 0

solution a

stopping criterion (or
"

terminating test
") : 1sec""- settee



Newton's method is a FIXED-POINT (or
"

Picard
"

)
ITERATION :

zeckte) = Ty (2*1)

K : iteration counter K" : iterate

The concept behind fixed - point iterations is to
traufarue the initial problem :

find a s.t. L (a) -0

whose solution cannot be obtained aualitically , into
a new problem -

.

find a St
. Ty (a) = a

whose solution can be obtained through the previously
seen iteration .

To guarantee the validity of such transformation
it must be :

1. L (a) = 0 < > Tp (a) = a

2. live set" = a eeÉ Liege
""
= O

k→ is

so that for zero> = a convergence is reached
and HK > ko

se
""
= a (hence a is a fixed - point of the iteration Tg) .

Theorem (existence, uniqueness and convergence
of a fixed point of an iteration)
Let Ty be a fixed - point wrap ( or iteration function)
such that :

a) Tg : Ia > Ice (e.g. : Ia = [a, b) C R) Ty (a) = a

b) Ty c- E (Ia)
⇐

c) Tg C- E(Ia) joe)=y
> '

Y Ia

d) 7h such that Oshel and 1T£ (a) / Eh *see Ia

Then 7 ! c- c- Ia such that a = tax) and

live se"
"
= ex live a - secret"

K → es k→ co ex - zees
= Tf

"

(G)



The second result of the theorem gives an indication
about the speed of convergence of the iteration :

/ a - zeckt" / e- he / a - se
""

/ = / a - se"
" / It Kz K

. > 0

i.e. : elk"' e e"" for K sufficiently high
1 > h > It

'

(a) / = asymptotic error reduction factor

Newton's method : Tg (a) = se - feel
free)→

LEE"(Ia) , Lee'(T→)
L'(a) ¥0

Ty
'

(k) = I - ⑨
'

(n))
"
- Joe)f"Ge)
⑨

'

(xD
'

- flu)f"Ge)
(L' (a)Y great

Tyla) - f(a) f
"

(a) - o > reduction

(f
' (a))

"

factor !
@ =L >

* 0

Theorem

Assume feet (Ia) with L' (a) =/ 0 .

Then ltseese In
the Newton's method

converges and it
is :

live a - zeck+e)
→ • (ex - geeky2

= Ca - L "(a)
2L

' (a)

i.e. : / elk
" 't e 1cal / elk't

'

fore k sufficiently high
> second order method

Issue of Newton's method : do we always know flee) ?

Typically, just like flat , also f
'

(a) cannot be dealt
with aualiticaeey . Therefore , we would need to
samehow approximate JEN , thus introducing inaccuracies
in the method

.

In conclusion
,
the high convergence rate of Newton's

method comes with the requirement of knowing the
derivative of the function for which we want to find
the zero

. If this information is missing, then the
convergence

order might be less than the theoretical
Olle

.



Back to our problem :

find u* such that JV(u*) = O e > ed"" = Train)
t e
a L Tr = ?

N is a non - linear differential operated
N : ✗ > Y

ee e ✗ = ?

As we will need to use the finite element method ,
we can expect :

✗ = He (A)
and also :

y = ✗ = H' (A)

Let's see the implementation of Tv through Newton's method :

ee
"""

= heck' - Klein)
N'Gracy

←→set : = teeth- heck>increment
-

> {
solve : Wku"") Sei" = _N(u

→ residual

update : A
""
=

'
+ Suck'

* k → o until convergence# ifeng.ee
.

Note that the expression N(um) die"" = - Mien)
is a linear partial differential equation Are = b

N'(E) is the so called
"

Freiheit derivative
"

:

✗ (een) See"" = E @Iifeee + • duck
'
+

-

drain) - dgcu
"⇒
) Sei" = train)

ok
-

du du
-

edI")+ya⇒duik=-N(udoe

where
y
""
= • + Delete') - dg(u"⇒)

-

du du
-

I 5
The issue with Newton's method is the necessity to
knowThe derivative of oelu) and gcu)



Alternatively , we can use another method (i. e.
another fixed - point iteration) , based on the
expression of our problem :

Vcu) = edItu) + It - ¥É + Mengtot (a) - tEm¥ga(u Each = 0else

Idea: compute the new value ie"" using the old
value ie"" for the evaluation of the non-linear
towns

given rid c-✗

Selene : e. diifeekt") +
t
+ gtotcii

")
-

nee-'= Vmi
at

+ ¥m¥ga(↳E-Gita)or em
-

+ boundary conditions . . .

HK > 0 until
convergence

Defining goes = ¥t+ gtotcii
") > 0 and f.% Vmi

at
+ ¥m¥Ga(↳Eakin)em

d f a delete)) + y%oc+e± feelwe get :

Ese 2fafm.dk
that resembles a diffusion - reaction problem for
which we can express the

weak formulation Creating
that you > 0 ) .

(Remember that n'
"

=me) is still a function - a paint
in the space of functions HER) )

L
L

f. of [ I dIin(u + genie] =/ off
"'

Hof c- ✗ = H'(e)
2ñaem 22

on +12%4--1%4(w) af-aemfdI.in • Ñ
- µ¥n[Iin(u)04

or t
G. c. : II. Ñ = ex ie - p

I

zieaem
G) (4%6) - B.) +0/14Careen - BD] +

on 201+ II.em on on +12%4=1-8%1

Blu , 4) = F (G) Hot c-✗

Soloability of the problem and uniqueness of the



solution are granted like foe any other weak
formulation, as already seen :

Bfu,u)= I2-uae.nl?-GeKD4-a-GeGY-ie(o)pf+a2fa.em&#-)T-fJlk'uE > 11h11:
K

= mind a minyan}2 fax em
) seer

Mullis Basu) = Flu) = 11 full , e- HJK. Huller ← 11L He llullx
K p

Cauchy - Schwartz

Huth ⇐ KILL the

This verification ensures that every step of the
iteration embodies a finite element method
for the weak formulation of a problem that
is well posed .

(It does not guarantee , however , that one fixed -
paint iteration will converge)



Velocity - Extended Poisson - Nernst - Planck needed

for ion electro - fluid - diffusion

Utc Rt

↳
a

water
→ move with P

Ot

potions
immobile elements

a.
>

sea ↳move with B
£
.

Water and ions are the weaving parts of the model
that both affect and are affected by whatever variable
in play ; immobile elements are instead fixed objects
whose influence on the system is always the same , since
they are in twin not influenced by the environment
(eike fixed charges in a channel) .

Kin > Kait
Naina Nice out

K
>

Kt

⇒⇒.÷
" down the

gradient
"

m.

*

" against the
gradient

"

ATP

Need to upscale all the microscopic movements of
particles into an

"

average
" inode : the VE - PNP model

satisfies this need .

00

.

: > na = hack,t)
IEE

.
☐

•

:
3

E- East)÷•~⇐É→ñ=%ñ .⇒ a

Fg = §g(ñ,t)OF



1 What is the number density na of the weaving
ions

, if we look at the microscopic scale ?

> notion of material volume

single charged particle da → material volume doe
Ciu point ñ)

dQfñ,t) = qzanacñ ,t) dot

> Katie
,
t) = 1- DQGE,t)

9 Za doe

2 Jj and pj are the velocity vector and pressure
field , respectively, associated to the fluid (i.e. water)

3 É is the electric field generated by both fixed
charges and weaving ions themselves .

integral quantity local quantity
I 7

Mass of a ions in volume P : Ma (Rt) : - Jama nafñ, t) dot
Mass density of a ions : gñ(ñ ,t) := Manabe,t)

charge of a ions in volume P : Qa(Rt) : -1*9 Zanacñstdoe
Electric charge density of a ions : gift,t) := qzana.GE ,-4

Now that we have all the definitions we need , we
have to relate each of them through balance equations .

The domain D. from which we are going to derive
these equations is a homogeneous charged mixture Ci . e.
are ionic solution), whose constituents are iuaqueus
please only
↳ 14 + 1 constituents ( M ion species + water)

a L t
incompressible ,

Ionic solution electrically neutral

¥*)
fluid (gym = const

, g;e=o)
10-0'

'
or



Hierarchy of balance equations :

- balance of euass focus on these two
> for the derivation

- " " iuoeieeutueee of VE- PNP model

- " "

energy
> ionic solution is isothermal

-
" "

angular momentum> automatically
satisfied

it is an approx .

that weight
↳

• Regarding the ions : not be good in some real
scenarios

balance of mass : ☒ = pox - E. (gñ Ea) 15¥]Ot

time rate of e
- net production rate

change of ion mass density
balance of forces : 0-8%07-1 + E. GIVE ✗ Ea) - E.I + Box [¥.

tensor- Elevatedtensor product
ask c- Rn : a- ✗ b- = a:b; iii.E, R

""

force density

we assume that ions
, from the point of view

of continuum mechanics
, may be regarded as a

COMPRESSIBLE fluid :

→ th
☒¥¥d:H¥É÷, Ieremia e- negative

stress ) due to other ions

iaee velocity

← Eg fluid velocity

friction (stress) against fluid and other ions as well
identity matrix e bulk modulus > shear viscosity

T
T I = -paI= + da # • JIE + 2µaD(E)In

stress due to
→t -

m:

resistance friction
pressure Ccaeusgeessiau) to compression

where ☐ (E) :-121J(E) + CJGEDT) is the
"

symmetric
gradient

" and g-(E) is the Jacobian of E



→ temperature

pox
= Krs na ideal

gas
law

Ea =
q
É Zana electric field

- jÉy Car (Ex - EI) ion - ion interaction

y * a

- Cag (Ea - Eg) ion - fluid interaction

Ceeegeeetiug gravitational forces)

ogñ + E. (gño:-) =Boot
28%0%-7 + É . GIGI × ⇒ = E.I + Ia Iou model
a-

I = - KBQ naE t da # . JIE + 2µA☒ (⇒
☒ = t ' ' '

M

→

box = 9 ZanaÉ - Ffacar (Ea - Eg) - Cag (Ea - Eg)

• Regarding the fluid :

balance of euass : 5T . Ep = 0→ incompressibility of
water ( Sj= const . , Pg = 0)

balance of forces : gym dig
of

+ 5g # • (0J ✗ 0J) = E. II + If

no eeuupoeessiaee
e-
It = - PL E- + 2µg☒g(Eg)

big = - É
, Cag (Eg

- Ea)mechanisms
-neutral fluid

5T . Ep = O

Sei dig
at

+ Sj • (0J ✗ 0J) = E. II + If

It = - pg E- + 2µg D-&(Eg)
Fluid evaded

Ig = - ¥ Cag (Eg - Ea)



• we also need a coupling with electric forces :

Electromagnetic (Maxwell's ) equations :
✗ E- = - did

dt Ex É = @ → É = - Eye
✗ IF = Jt OÑ quasi -El static > Ñ = 0
F. = fee approx .

E. 5 = gee
É . = 0

where B→=µH→ , D= EÉ .

M

see -- sgi.e.GE) + Side.elñ,t) = fsiie.GE) + qE=.Zanacñjt)
E = E. - e? but what Er should we consider ?
We will simply assume E. = Em= const.

,
where Em

gathers the permittivity of all the materials in
the system (channel fluid, membrane , etc.) in an
effective parameter .

el→ Ñ•fE¥µ ) = Sewed + q III. Zana Poisson equation

eeE. C-EE4) = Sewed + 9 E. Zana

É = - Eye Electric needed

Ian
& Fully coupled ueadee
Fluid euodels > foe a homogeneous
& charged mixture

Electric

The VE - PNP model is a simplified form of
this fully coupled uiadee :

1) Pa = 0

2) neglect all inertial teens in the eueueeutuur
balance equation



3) da , tea = 0

4) neglect ion - ion interaction (car = 0)

dgñ + # • (SEOI) = O b

dt

③ = - Krs Ena + qZanaÉ - Cag (52-0-8)

⇒ • Eg = 0é=-Épp+2µg¥(D=↳D-IeCag(Ea_-
From a

we can derive :

OI = Of + I
-

Cag -

- KB Enix + ofZaha
É s

-

t
compare with
t

JI = g.Zana
Ea = g.Zana -5g + q /Zalmi naÉ - qZaDaÑna 2

which we saw in our previous discussions .

> Cag=K•QnÉStokes' drag theory
Da

a

> Da = MEL KA Einstein's relation
12=-1 9

> Cay = 9 /Extra

tie

Multiply a by qzana , substituting Caf :

9 Zana Ea = of ZanaEy + qzana flute
-

q#na .
- KBQ Ñna + qzahaÉ

-

-

= ofZanaJj - q za flail KBQ ☒na t qÉÉnaÉ1Za③Da 912-1
=

9 Zana -4
-

q 2-a Da Ena + qlzal naÉ

which is exactly equation 2
.

Now look at equation b. Since § = mana it is :

Ona
a-

+
# • (naoÉ) = 0



Multiplying both sides by qzx we get :

qza
Dna

+
E.JI = 0dt

So the final form of VE - PNP model is

qzadna +
E.JI = 0dt

JI = g.Zana Ep + qlza /Mad naÉ - qZaDaÉna
E. Eg = 0

- Epp + 2µg • ( D= (Eg)) - Is Cag (Ea -Eg) = I

+

E. C- EI4) = II.ed + 9 Is Zana

É = - Eye



Microelectronics

It is of paramount importance understanding the
physical scale at which electronic devices operate .

%

118 ^

%
%

"

/ % | "att" """"tAE = 0,543 nm = 5,43 Ñ112%
k

, ta = to-10m
1 %

To r -
V2 WEAR these concepts%

are also valid
↳ covalent for other crystallineV8

bonds Guatemala (e.g. diamond,

§Yeauium) taking intoSilicon - crystal lattice account different
of a unit cell veggies of a.

own

solid silicon has a periodic structure (crystal)
whose primary component is a tetrahedron of four
atoms

.

These tetrahedra band together to form the

unit cell
,
which is the periodic element (i.e. the

one that is repeated identically ) of the crystal .

Atom density :
# atoms in a unit cell
unit cell oedema

# atones in a unit cell = 4 + 6. I + 8 . tg = 8

✓ L s

within the cell on the faces at the corners

unit cell volume = a?

> Silicon atom density : nsi = 5.10
"

cues
a

(Distance between nearest atoms :
3 ao = 2,35A)
4



Suppose we have an electron travelling through
the reticle

.

Can we still see it as a particle , even in a
a sub - nanometer scale (a. e Inn) ?

I

w¥iIeduality

• Particle view : Newton's feuaueescopie) law of emotion

subscript
'

n' and '

p
' É= me - →a

refer to negative andT=m¥ : effective electron ueasspositive charged r

particles might differ
me : electron rest iuass

depending
on the environment

what is typically the source of É ?

É = - En ¥ Si ←☒
Pt É = - qÉ

I
< ↳

→
•→

y e-
TV Eg= 1,602-10-11

qn
= -

q⇒
^

. I >

=

um we

- > se L ~ Crn

yet micro scale
is still indeed;

↳
from micro to macro scale

- qÉ = mia

Need to
emerge macroscopic and microscopic

phenomena
> the electron collides (as if it was solid
body) with the lattice atones, whose mass
ma is enrich larger than that of the
electron

.

This interaction takes the naive

of SCAITERING .

Supposing that the electron, accelerated
by the electric field É

,
collides with

an atone an average every I losingits kinetic
energy

in the
process , we can



assume that an average
it will weave

with a constant velocity o☐
,
since sane

times it is accelerating Geo collision) and
sometimes it is at rest (collision) .

We can then approximate the acceleration
with the ratio of these two quantities :

it's an "

effective
"

a ~ 0☐ code
e

side time approx .

acceleration

> - qÉ = m*n ¥ → OI =
-9*É

electron inability tie
In general, we should consider an ensemble of
electrons rather than just one . /

electron density n e

Now we can compute the current density
(associated to electrons) :

In = - q not = - qn free E) =⇒É

teeeaoeoscepic
electric conductivity In

seuieoeoscopic
Remember that for each election (in un- doped
material there is also a hole, whose equivalent
charge is + q , that participates to the overall
current density .

Hence we can define a MF and of associated
to holes

,
as well as a current density JT of

holes only .

intrinsic concentration

of conductive caeciers ← nÉ= 8,2 - to
-

cui
'
= n
=p

µÉ = 0,14 m2
Si
= 0,048 m2

Vs NP vs

•
si
= 2,5 . 10

- "
l
am

= 9RiµÉ& qniupsi
(at room temperature)



i Wave view : Schrodinger equation . . .

Why , in the first place, do we need an
alternate description of the "

identity
"

of a
traveling electron ?

Because Newton's euechauics does not "

get along
"

with the measurement of microscopical phenomena .

The sole particle description cannot explain in
its entirety the behaviour of , for example , a
travelling elected when you try to measure its
velocity or position .

Need of travelling wave interpretation :

ee(z ,t) = § aréicwrt
- kr⇒ "

train of waves
"

t t
frequency waveuuieubee

For y large enough :

+ as

iefz , f) =/aéicwt
- "⇒ dk { w = att ,

K= 2¥ , w=ek}
- es

where both a and w are functions of K .

a = a (b)→
"

amplitude dispersion
"

É= >
"

frequency dispersion
"

Ñersiauequat/

These travelling waves (along the 2- axis) are
oscillating .

To show this property , consider our
amplitude dispersion as the one below :

alk)a
e

AK
> (fixed time

I . . . . - -

✓"

wave packet
gg E. k¥¥> "

Kot Azk ickotaze)z ice-^¥)z

iz
. [ eikt /
* ^¥=eiz-eu.CZ,

0) =/ etikdk = I

ko - -

ko -AI

=

A-kfikd-eia.IE e-i 2-

=
A-Keiko 2- site(^¥Z)

III. 2- Li AI z



> ie (z) = A-Keiko Siue ( z)
--

travelling modulating
wave envelop
select#

I

z_=Al

- >

se
K

Def (amplitude of a wave packet) :

it is determined by the paint on the se - axis

at which since) changes from 1 to E. = ¥50,63

A-se = dk.az amplitude of the weave packet2

By definition : siree@I) = ¥ > AI = I
2m

AI AZ = It

IMEL we want to measuringthe position of the wave AK A-2- = 2K
'

packet with high a

precision (small A-e) u

than the amplitude Heisenberg
e- dispersion grows indetermination principle
(big Ak)Two

wave packet < > electron

In classical Mechanics : p
= m- o

momentum
In Quantum Mechanics :

p
= take where In = Lar

z Ap = tr Ake reduced

IÉqfTé want to measure =2hz Peauck'sceustaut&-
the position of the electing ⇐
'with high precision 5
(small Az) then ApAz=hT@
quantifying its

→ euaeueutuur becomes
harder (big Ap)hmm



. . . scheoidiugeeequati.it04
of

= -
ti

> Laplacian
2mAY+ operator

unknown
, 4--4 Cñjt) Y = VGE

,
t)

> given

E- c- DE Rd
,
d > 1

4 is the wave function that gives the probability
of finding a particle in position Eg at a certain
time t

.

Being a probability function, y satisfies thenormalization condition :

tweet) /
"

do = e

V is a given potential Ceuergy) field , typically
obtained from the solution of a Poisson equation
in the same domain 52

.

Example 0 :

Assume now it is possible to apply separation
of variables to 4 :

4 (E)E) = y (E) Wct)

Then we can re-write Solve edinger equation as :

✗ (E) it duct) = w (E) [ LÉndycñ) + VEE,E)YEE)dt
-

Also assume that V = Vcñ) does not vary with t .

it dwct) =
-

É AKE) + VGE) = E

2m 4Gt) '

energy of
the particle

Lct)
-

g(E)

The only way for fct) and g(E) to be equal is
to be both equal to the same constant E.

ik duct) = Ewct ) > alt) = w e- itÉt
dt{ LEMAY(E) + Vcñi) 4 (E) = E -4Gt) > eigenvalue

problem in
n r differential forum

eigenvalue eigenvector



A.ie eigenvalue - eigenvector problem in differential
form is extremely hard to solve and is

very
costly from a computational standpoint (for a
fiver discretization of the problem, the computational
effort becomes #ueously larger) .

This shows how hard it is to solve Schrodinger
equation , even after all the seuepeificatiou> we made.

Example 1 : Free Electeoee Model

TD douwaiu Creek , D= 1) for simplicity .

Electrons in lattice of a metal conductor :

VCU) = 0

since potential within a conductor is constant
e. g. equal

to zero
.

In other words
,
valence electrons

(those occupying the outer orbital in the atoms) are
free to weave within the material in the so called
"

sea of electrons
"

.

Under these assumptions , on top of previous
seiuplifieatious, Sehréediuger equation becomes :

- LEN4" (a) = Ey (a)
Introducing kE we write :

tin

4
"

(a) + kiucu) = 0

Note that K corresponds to the wave number .

As a matter of fact , the following relation holds:

E = Tiki = Ipl
"

2m 2m

which is indeed the expression for kinetic energy
(in fact, no potential energy is present being
the potential nie, hence the electron

energy
corresponds to kinetic energy alone)

^ E-(K)

C e

"

energy dispersion
"

in a metal= (E) is

ke

continuous !



Example 2 : Electron Ceeefiueeueut
41104

f. = .
÷

potential eiarriers

Electrons are confined in a limited region
by two potential barriers of infinite height
(even a barrier as high as sell can be considered
as infinite since the probability of an electron
crossing it ~ e- s¥f= 0) .

Hence you = 0 outside

(0, a) .

The current problem is the same as before (11--0)
with the addition of boundary conditions in se = 0

and a = a :

Y
"
t Kt 4 = 0

Pcd) = it + Ki = 0

Are = ± ik

>

4 (a) = A eine + Béike

b.c. : (1) 410) = 0

A = - B

>

10 (a) = A (eike-e-ikry-2iseuck.se
(2) 4 (a) = 0

site (ka) = 0

k=nI① n = 1
,
2
,

. . .

-
4 (a) = Zi Siu (NII K)

Note that now the energy distribution
is NOT

continuous
,
since E- is quantized !



÷
>Ea = 16Ee

ground level
E = En = nitrite >E-5- 9 Ee

2mat > TETE
= E,

>EE 4 E,
2mof

Example 3 : Kronig - Penney model

for the Energy Band theory

It is a more accurate model of the electron
confinement example , where energy barriers occur

for
'

every atom in the
lattice and with finite height.

> e.g. of a semiconductor
a VCR)

*

✗ (e) = 41kt a) Hse

' ":¥É¥¥É¥¥÷
'

¥:*
" """"""

•tertial

/
Barriers atoms

-V42

It can be demonstrated that periodicity
*

of the
wave function care be achieved if and only if
the following condition holds :

cos (Ka) = I since a) + cos (aa)
cxa

where I = ma vow = [pure number]to

a = 2m€

to
= fray

Note : e) For V. = 0 it is K = a

→ Free election

2) For V. = as it is 0 = sin (aa)

> Electron confinement



Let us plot this non-linear expression of K :

Aa

Itt

.

.

:

"

:

: :
i .

:
:

↳ fork to exist
,
the

argument of the areas
a. K is equal to invest be between -laude

the areas of these lines ,
only for specific values of a

keeping in mind the expression of ex as a

function of E , it is possible to plot the energy
dispersion graph for the Kronig - Penney model :

tangent at the
energy band margin

:

" " " ' " . " " " " " " " " "

is horizontal
:
'

.

- - - - - - - - - - - - - - -

g
' ' ' ' ' ' ' ' ' ' ' ' '

' ' ' ' ' ' ' ' ' ' ' ' ' " '

Eck) is NOT : :feeuductiaegy.mu
, ,
,

. . . . . . . . . . . . . . . . . . . . . . .

,
. . .

. . . . . . . . . . . . . . . .
. .

gang

,

. . . . . . . . . . . . . . . . . . . . :÷ . . . . . . . . . . . . .
. . . . . . . .

-

iii.:: : : valence
↳ baredL

. energy
bands where

energy
is allowed

energy gaps
where

energy
is forbidden



Example 4 : electron collision with finite
potential step

Yoon
e 2

É*%¥
0

see 0 (4=-0)
464 =/ 4h4,

4am, a > 0 (4=-51 )

I 4:(a) + 2¥ Uffe) - 0
>

4.(a) = Aei
⇐
+ Betke with K÷= 2m€

A-

incident
<
wave deflected wave

2 YI (a) + 2m(E-I)Y<(a) = 0
to

Two cases : a E e I and b E > IT

a Let ⇒t=¥E > 0 .

There we can write :

elliptic
→ 4-

"

(2) - ← 4. (a) = o

equation >

4.(a) = Cé
""

+ ☐e←

To find the exact solution you , impose :

tis

• normalization condition : / 14cal / 'da = 1

- as

• transmission conditions : y (G) = 4 (Ot)
Y' (G) = Y' (Ot)

D= 0 (otherwise ya would
explode and normalization would fail)

> { A + B = C

Aik - Bik = - cxc

> B = ik + ex A
,
C = 2ik A

ik - a ik - a



A reflection eeeff .

My
y (a) = {

A (e
""
+ie-

*a) se ← o

ik-cx

A e-
""

se > 0

transmission caeff . I2- ik
-a

eine yay = {
A (e
""
- e-
"") = Aai siukse see@

I→ +is
se > 0

a→ + as

The result is interesting since in Cte if the

potential barrier is higher than the energy of the election
( I > E) then there is no possibility of ending
up
in region 2 . QM shows instead that there is

a small probability of finding the eleEleni beyond
the barrier ; this probability quickly vanishes the higher
is the potential step (I → + co) or the farther is the
electron from the interface (re → + cs) .

b Let @k')?=2m(E-Ñ > 0 .

Then we can write :

K-

Yi (a) 1- (KY yolk) = 0

>

4.(a) = A'
eikie

+ B' e-
ik're

Applying same conditions of previous case :

B
'

= 0 ( since there is nothing that can
produce a reflected wave

> { A + B = A
'

beyond the barrier)
Aik - Bik = ik

'

A
'

> B =k A
K+ K

' 1
A

'

= 2K A

Kt k
'

→ you = {
A (e
""

-1' e-
it-7 see o

Ktk'

eikbe ↳ F
se > 0

kt K
'

live 4 (a) = Aeik
" Hae

I→ o

k
'
→ K

Also this result is interesting since in Coe if the
potential barrier is lower than the energy of the
electron (Ie E) there is no possibility of being reflected .

QM shows instead that a reflected electron can still
be found in region 1 , with a probability that decreases
the lower is the potential step (I → a)



States density in euetals

"""

¥ 3D election confinement

Electrons are forced to stay
within a box of volume as .E-→ represents electrons in a

⇐
÷:#

cubic shaped metal) .

In analogy with the ID example :
the = 1

,
2
,

. . .

E = ti
2m

( KE + Kj + KE) = ÑÑ (niet nj + NE) my = 1,2, . . .

2mat
Nz = 1,2 , . . .

Cnn, ny , Nz) are the so called
"

Miller indices
"

.

a

•

☒

> 12€
, (2,2,2)^

>ME
, (3/1,1) (1,3/1) (1)1,3)

quantized
energy > 9 Ee (2)2,1) (2,1 ,2) G) 2) 2)
levels AE

> GE
, (2,1 ,1) (1)2,1) (11,2)contradicts

example l v
> 3Ee (1) 1,1)

Even
>

if energy is not continuous, for large values of
E
,
i.e. when the confinement box is much bigger than

the atomic scale the difference between consecutive

easels becomes relatively so small that it is then

appropriate to speak of a density of energy states as
if energy was continuous .

E.
g. :
a = 1cm = 10'm > E

,
Titi
2m¥a-

= 45.10
- "

e.µ

Em = 3=4 m2 (nn=ny=nz= m) above this level
,
electrons

- uviee just fly out
of the boxit's actually assuming Ema

.

- tell → mmae-5.to
euoee than the

difference AE = Ente - Em =3Ee (2Mt 1) → A-Emon-4,510
-tell e- Emon

between←

consecutive hence it is licit to see such highly dense discrete
levels

energy
distribution as a continuum



> EmaxN (E)
m - " '" ' " '""

- >E
.

N (E) is the number of energy
states within the

interval (E) EtdE) per unit volume

It can be demonstrated that N (E) is given by the
following relation :

N (E) = g. (E) DE

where
g(E)

-
4E 2Em is the energy states density

hi
per
unit volume

g(E)r

§i NCE)

E€¥+dE

We now have the umber of available states that
are electron is allowed to occupy

in one metal

box
.

How weary of them , however, are actually occupied ?
I

T-erwi-Di.ca#ItimfIFCE,T)--eE.E?----
where Er is the Fermi level of the material, such that

5- (Ee) = 112 HT
Fa

¥ →•

-ÉE0
EF

FCE,-1) is the probability of a state with energy E
at temperature T of being occupied .



Conduction in solids

① resistance R =

g
L

a- =L ¥7

<
L

e s resistivity g frm] and conductivity or [ Sr m
-

A = 1T£

conductors (metals e.g. cuff
= 103dm

g e 10
-" Rm

Solids semiconductors Csi , GETS
= 95dm

(F- 300K)
to

-↳
= g e 10752m ↳ =3. 103dm

insulators (diamond)
g > 107dm ↳ g

= to
-•
rm

what determines the eouducibility of a material ?

From Kronig - Penney theory for energy bands in
a crystalline material :

I
>
Conduction level Ea

Energy gap Eg - Ea - Eu

[
valence level Eo

It is the energy gap which
determines the conductivity

of the materials :

- in conductors (ueetals), energy distribution iscontinuous hence Eg - O

- in semiconductors and insulators
, Eg has a finite

lean - zero value;
the higher Eg , the less conductive

the material

Egsi-f2-g-QGC-g.ES,
47



É
> Elections in the conduction bored

conduction Gaud are free to weave in the material,

µ;eÉe nine
hence they can contribute to conduction

If the electron is provided energy greater than
E the

gap
it can undergo

" band - to '-band
"

transition

these
>

µ
>µ!É Electrons in the valence band are

e- beamed to the covalent bonds of the
valence band atones in the lattice

, meaning that
they cannot be part of the conduction .

Note that not only electrons but also holes are part
of the excitation process .

A hole is equivalent to a
"

negated
" election : its energy is higher the lower it is

in the band diagram, hence it naturally occupies
higher energy states Cohere electrons are naturally missing .

This also eueaus that holes are conductive in the valence
band and they are not in higher energy bands .

Exciting an electron therefore produces both a conductive

electron in the conductive bored and a conductive hole

in the valence band
.

By applying an external electric field , free elections
aired holes will move thus producing a current .

The overall current (serve of all contributing electrons and
holes) will depend on both the speed of the carriers,
which in turn depends on their inability and on the applied
electric field, as well as the uvular of carriers, which
is a function of the energy gap and of the energy provided
in the excitation

.

Semiconductors are especial interesting sinceth.ae#pis-t-ohitgh .

This means that some electrons in the valence band ace
able to reach conduction band just by thermal agitation,
even at low temperatures .

Between silicon and germanium, the former is
preferred thanks to its therueoeuechauieae properties
which allow it to endure very high temperatures
(took for removal of impurities) without meeting .

The number of carriers available for conduction can
be derived in analogy with the states density and
states occupation description for metals :



E- a i

€%⇒Eo v

effective
electron hole mass

1,08Mo 0,81 Mo

: 5
Ce = ↳ (m;j

g. (E) = { G-
(E) = Ce E - Ee E > Ee

hiswhere

gh(E)
= Cn Eu- E EE Eu Cn= ↳it 1m¥)

"

K

+ co

-

Ee- Et
> n =/ ge (E) f- (E) DE = Ne e Ki Na = 2 (2KMIKEY

E T T where hi
(# of states)x(prob . of occupation

Ev v1 t
-

EF - Ec
>
p =/ gn (E) [1- FCEH.de = No e KI No = 2- (2u-mjk.IT

"

h3
- es

J

number
<

of conducting effective conduction/valence
electron holes

per
unit volume band density of states

From our previous discussion,
in pristine conditions

fine .
no doping) it must be n_=p= ni

-

Ea- EF V
-

EF -Eo

Nce KE = No e KE

e-
Ect EF+ EF - Eu

NcKBT
=

No

LEF - Ee - Eu = beef Nc)
KBT No

I
EF = EotzEc +

Kistler( Nc) e
2 No

neglecting the second term ( Nc= Nc)
V

EF = Eotec
z

(the Fermi level is about
halfway through the gap)

-

Ee - Eo

Note that n -

p
= ni = Nemo e Kost

= NoNo e-¥1T

- Eg
> Ri = MeNo e2KrsT



(F- 300k)
Iu Si : No = No = 10^9 Ceci 's Eg = 1,12et → hi = 10%-3

In diamond : Nc = No = 1019mi
'

Eg = 3,47ex > ni = 10
-

Eui'

It is evident how semiconductors have some (but not
many) free carriers at room temperature , unlike
insulators which have basically no conducting
carrier whatsoever

.

It is possible to exploit the below-average conductivity
and resilience to thermochemical stress of semiconductors
( especially silicon) to realize new materials whose

resistance can be accurately set and uneducated .

✓

each line is
r Doping

1 shared election

si si si
The process of doping consists of
the substitution of one silicon
atom in the lattice with au

si p
+

Si atone Jean the 3rd or 5th

group of the Periodic Table,
free ¥ typically boron or phosphorus .

electron Note that silicon belongs to
si si si the 4th

group .

The result is that the doping atone will have
either too few ee too meany electrons

to perform
the Lowe bonds of the tetrahedron .

As a consequence,
the dopant will have to either steal or release an
electron thus increasing the number of free holes or
free electrons .

Since charge neutrality has to be
iuautaiued

,
the dopant will negatively or positively

ionize
.

Departs of the former type are called acceptors, while
of the latter are called donors

.

Since we can decide how many doping atoms we
introduce in the lattice

,
we can also control the

concentration of conducting carriers :

p=p(NI,NI n - n (NE
,
Nat

# of acceptors e - * of donors



We are iuodifyiug the concentration Leave intrinsic
to extrinsic

.

Let's see what this weans from the energetic
standpoint, and what the resulting carrier
concentrations will be :

⇐

g-CofE := EF in pristine conditioning Ef

Eu¥
.

E-
extrinsic n-type

to

⇐

¥
,

⇐

E-
intrinsic

1
-

E- Ei Ev
n = hi = Ne e KE

-

Eo

p
= hi = No e KE

extrinsic
g-type

"

Doping weaves the
-

Ea- EF

Fernie energy
level

"

he = Nee ↳T

p
= No e- €rÉ↳

EF - Ei Ei - EF
> he = ni e Krs-1

p
- nie KBT

T
p

- n = n? Mass - action law (always valid
,at equilibrium

Another consequence is :

Thermal equilibrium e > EF is a constant

$
promotion and deviation of carriers
happen at the same rate



{ Mass - action law
→ n - p=nF→ np

- ni = 0

Eleeteeeeeuteality→ g-= 0 → q(NE - NE + p - n)=0
- -

fixed enable

Let us define $ := NE - NI charges

we will now suppose
to be dealing with a n -type

region (i.e. $ ⇒ 0) :

{ e-
ni
n ⇒ n$ -1nF - n'= @ → n = $ + #+ 4nF

'

$ + p - n = 0 2

NE ⇒ ni

EF - Ei ~

N☐+= ni e Kisi n = NI
Ef = Ei + KBT be N☐+

⇐ Ei - E- ⇐hi hi - hi ekrst p
= NI

NI NI

By analogy , in a p-type region (Deo) :

p =
- $ + # +4nF

'

2

ME >> ni

v EF - Ei

p
= NI ni = ni e krst

⇒
NÉ

Ei -⇐ ⇒ EF = Ei - KBT leeNan
= NI Nj - Nie Kot Ni

NI

Iu iron - equilibrium conditions
,
this formulas for

the Fernie level do not hold anymore
and a

meeee caeeepeex needed from thermodynamics should
be adopted .

In practice, effective values for the Fernie level ,
called "

quasi-Fernie levels
"

Ern and Efp, are used
within all the afoeeseeu theory , instead of adopting -

a whole new needed
.

Ern- Ei Ei - Efp
n = ni e KBT

p = Ni e krst

Efm- Efp
n -

p
= nie kist

In non- equilibrium : Erm =/ Efp . If Efn> Efp there np → ni
which iueaus that carrier concentration is overwhelming
and recombination predominant, thus restoring equilibrium .

Viceweesa
, if Efne Efp their carrier concentration is



underwhelming and generation predominant thus
again restoring equilibrium .

Drf-t-diffuse-IJE.IE= see
law

a-
+
☒ = gaea,

'

Auke - Maxwell
3 balance

y
- gon }Ñ(J→+ 7--0equations o

98€ +
☒ IF = -

q CR
- a-)

A-
see = q (NI - NI) + q(p -n) = EÉ = Eoe? É

JI = quien É + qDnÉn
Jp = quip É - qDpÉp

Shockley -
- Read -Hall R - G- = pin - ni

En(p + ni) + zp(n+n;)
= -0 e > Therein .

recombination equi .
formula Cnp - ni)

carrier éifetiuees
measure the rapidity with which are excited
carrier is reabsorbed back to neutrality

na
not In

one
- ten

In and ep steoeegey depend are the atomic

structure of the ieeaterial and are the

presence of dopants (hence they wright be
lean -uniform in the domain) .

É = -¥4T
voltage

in
Suupeifécatious : l☐+statoey→§¥=§¥ -0

,

?⃝ (a)b)
I >

se
a (silicon) to



Putting everything together :

8zfe8¥) - qp + qn - qP=o

on
+ 91282) + q p

- n -ni☒oozfqiennoo ⇐ (p -1mi) + zp(n+n;)
= 0 seer

8zf9M&p 8¥ - 978£) + q p
- n -ni

En (p -1mi) + zp(n+n;)
= ①

^

F- (ee)
?
-0 we assume it

,

for now, to be unique

solve as a fixed patent iteration (eikeia cable equation problem) :

find ¥ such that find a-* such that
> becomes >

E(u_*) = Q I = ICKE)

Let 's first explicitly write what are a- and F- of
problem 4) :

-
-

-

ya,
-

go.ca)
E- (a) = Lucie)a- = Noe)

-
-

por fecit)
-

-

° Lycee)=¥fe8¥) - qp + qn - qP
• Lucie) = -§zf qiennooon + 90m82) + qR(n,p)

° fpc.it) = §zf quip 8¥ - 91782) + q Rcmp)

where R(n,p) = p
- n -ni

En (ptni) + zp(n+n;)

Now
,
what fixed paint operator E. should we use?

1) Newton's method

-4%5
Given it

"
= nice)

,
Hk > 0 until convergence :

p%e)
-

-



Foéeehet

derioaÉoÉ:E.oµeki=-Egy*→
residual

where E-
'

is the Jacobian of E such that (E
'

)%;= OF
dUj

update : LIK 't) = deck' + Seeckt

↳ increment

As already seen
,
Newton's euethod benefits franc local

convergence of second order .
In other words :

1- B*zu_* such that Hide B* : live it"⇒=i* •r
K→ too py*

and also Hit"""- it* this C Hed
"
- ¥11: HK >Ko > 0

I
i.e. for K large enough B* c- it

This is a nice property , which however requires
the initial guess it

'" to be sufficiently close to a-
*

fine .

within B*) to guarantee not only convergence
order

,
but also

convergence itself .

> Newton's method has very 1-hight requirements to
work properly , but when they are granted
it is one of the fastest and euost reliable among
all fixed point iuethods .

Let's now determine the explicit form of all terms
needed to Renu Newton's iteration:

¥i¥¥n¥⇒¥¥" Sy
"" Leti"

(2) 8§Cu⇒8&Cu⇒¥Yu⇒ on"
"

= - Late"'t

¥¥&¥⇒¥¥⇒ op
"" LEY

E-
'

Cid") . Sei" = - Ecua')

• Ofa (eik') = §zfE§zG ))
24

☐ Ofa (E) = 9 G)on



☐ Ofa (a) = - g (a)
op

• dfn (E) = - §z(- quin
""

8sec. ))
out

• offed") = -

d- C-guilt )§zY%qDn§zG)) + g.ORGE# C)on die on

• oofn fed
") = q ORGE,'p

"") ( o )
Jp op

• of- (E) = ¥-9M? {
"

8sec ))
out

• Dfp fed") = q ORGY}p C)on on

• 0¥ (E) = 8-nf-qmetc.dz/U*-qDp8zGD+q0R(n'Ip c.)
p op

Notes : - ou the diagonal, all teams are associated
to the variation (derivative in a) of their

respective quantity (die:)
- in the first column (associated to 84

"" )
,
all

terms have the form of an elliptic equation

we now have to make the problem computable
from a numerical standpoint ( finite element method
for differential equations of each iteration) .

2=0 2=L
I 1

a b Z
Ilo Lk

Boundary conditions : 4 (a) = UT. 447--45
t

nfo) = ñ. > o n(↳ = Fk > 0
Dirichlet

p (a) =p. > o p(↳ =p , > 0

At the baudaries it has to be : 84 (a) = 8441--0
In(a) = 8m¢) = 0n⇒ Dirichlet G-←

pay = spot = 0

since ei" (a) = u.

and ie" (b) = it, HK, therefore :



•yet:(D.)
one Hits)

Sp c- Hits)

Weak formulation of problem (2) :

↳

%9d-eozecdyptqon-qopffoi-Y.LY/0iHoi-cHiCr)

①(-82-(99%8204))-82%+88%+9*8=1%+9%2*+987914"== - fifno" Hot
"

c-Him

118=(-99%182047)+982 .sn#f-qieYdp8u-n-qD.8-sespD+q8RpSp14ii----f.Yp&" H1 c-Him

fiefdom -8¥
'

t.jqo.no/i-Iqopoi---fiyyoi-Iquien8zGuD8Eif.Equiesn¥n+q☐n¥onD¥ +148¥ .sn/oiyiqF.spoii----J.Yn&iiµFp§zG4)§F +148k .sn#i-Iqu:sp8-k-iqDp8-nGpD8FeEY.-q8R.optoii----J?fp¢iii

Space discretization : See → Seen
Mn > 1

Ny Nz -
. - Zltlnte

nodal
I 1 I 1 1 1 Je h = I

%j%→i7
° -

an

g. →
84J . ¢j(2) = É dy.jo/0jGe)pj--2r basis functions

homogenous b.c.
Repeating the same process for 8h and Sp :

{
¥4484 + E-* In + ¥yp8p = - Fy

E-my 84 + Enn Sn + Enp Sp = - Fn

E-* 84 + K=pn In + Epp Sp = - Fp



Notes : - E.÷ has all elements of the first and last
row equal to 0 , except the first and last
element

, respectively , which are equal to I
- ku.ee

;
ti_tj has all elements of the first and

Fast row equal to a-

- Eui has the first and last element equal to a-

These are necessary conditions for enforcing
homogeneous b.c. .

A few additional comments :

- We considered
, throughout the entirety of the

discussion
, feel to be constant ; however, for

large electric fields (big 4) carrier velocity
saturates meaning that the inability is not
constant but depends on 4 itself .

This physical
description of feel would evoke our model more
accurate but also much more complicated .

- Matrices we obtained for the finite element
euethod can be badly conditioned because of the
several diverse units and orders of euageietu.de
involved

.

A technique called
" balancing" is typically

adopted in numerical solvers to improve the
euateix condition euuubee

.

-

Convergence speed of the method can be hindered

by the non - exact description of the derivatives
that are contained in the iteration eeeateices .

2) Gammel's method

given £
"

,
HK > 0 untie convergence :

zE+D=Ta(£"

For Newton's method it was : ie"" = II (E) (ie ⇒ z ! ! ! )

Tacit) - it - (Ekiti)
- ?
Ect)



Let's see what z and To stand for .

-

gaze=

-

9-
-

where qn and qp embody the quasi - Fernie potentials
of n and p, respectively .

from Maxwell-
a n = ni e%¥ b

p
= nie > Boltzmann

statistics

Let us now introduce the non-linear operators :

4 Ny (4 , e) = @ → non-linear woe.t . 4

2 KCR, 4cal, poe , luck)))
= @ → non-linear

w.r.tn
3 Np (Byte), nose , luck))) - 0 >

non- linear

which written in full are : wet
.

pose) + qnie%¥ - quiet'¥¥ - qDtry = Eec- eat
Wn = - §z[_ qeendn%Ee-7-iqD.net

-

+ q pcn-ipoe-D.ir - ni
2k
. En(pGe→4GeD -1mi)+Zpcn + hi)

if - 8-sef-qafp%Ee-i-qD.GE
.

-

+ q p - received - ni
En +ni)+Zp(nGe→4eeD + hi)

Then
,
the approach of Gunnel 's method is to :

seek") given the initial guess set
'

^

> obtain'Éi by péuggiugeiiie in a

✗K)

obtain
"

nfse , 400) by
"

plugging an and y in a

obtain?
"

:p (se , 400) by
"

plugging 9 , and y in b

McKie)

obtain
"

n by plugging
"

y and plz , 400) in 2

obtain by plugging
"

y and rife , 400) in 3

derived:É by plugging n and
"

p
in a and b

, respectively
£ "

Gunned's eeeapu
until

convergence



y
"

He (n
"

)- inverse of a
Therefore : Ia (zen) =

hi

-

4
""

"+V+nlu(p)-inverse of b
ki -

where cfcktt} nlkt
" and poet

"
are the ones obtained ice

Guuuueel's heap through the non - linear Poisson and
continuity equations .

Esme : eaeupeetatiou of non-linear equations .

A possible solution to partially overcome the
non-linear nature of the method, which otherwise
would be extremely simple and straightforward , is
to use the

"

lagging
" technique for what concerns the

computation of niet
" and poet

" (i.e. for equations 2

and 3)
"

Lagging
"

eueaus to substitute the unknown values
to be completed for the current step (notes and poems)
that make

up
the non-linearity with the known

values already computed for the previous step (n'" and
p
"" ) . By applying this concept to our equations we get :

linear terms

←are untouched

Ñn - - 8zFqeeie@nYgEe_1-iqDn8nz_t.q pcasyoe-D.no- ni
En(pGe→4GeD+ni)+Zp(Ñkhi)

-

If = adiet 991%-2=1 -9178¥
.

+ q ⑧ received - ni
En⑤É+ni)+Zp(nGe→4GeD + hi)

rear- linear terms are removed -

which are linear advection- diffusion - reaction equations,
thus inheriting all properties associated with them

(such as the maximum principle, as we will see) .

Note that this approach would not work with 4 since

we don't have a value of Y
"⇒ to substitute in the

non-linearity .

•a) + qnie%¥ - quiet'¥¥ - qD = 0
,

see co
,
L)¥C- easy{ 4G) = YI , 4cL) = 4T

To overcome also this iron - linearity , we could use
Newton's method :

given y
'

; Hj > o compute {40^1} untie convergence



solve: Nj (v14') esyii
'

= - Ny (yciy

update : 44+1
>
= 4%+844-1

qp -44
's 441pm

where try'(447 .SU/ci'-gz(-Ed(oy4-Y)+qni--e+nv+n+e-v+noyci
'

Ese Vtn
-

Also this equation, to be solved for each step of
Newton's iteration

,
is are advection - diffusion -

reaction problem .

Existeeeceuuiqueuessaeedcaueegeue of a solution
of Cguuuuel's wrap

Uniqueness : we will just assume that 1- ! solution

of the problem denoted as
set

4*-9#

45 9¥ , 9¥ , n*= nie
Vin

, p*= nie?¥v¥*

Existence :

introduce the := {o c- GED ④⇐ och ⇐⑨ *see is }
x= O se=L

and suppose It"e 'VE . a = min (Va, 0 ) - Si

p = max (Va, .

By these suppositions it can be shown that :
> Hk > 0 yes

"") = y
"
c- Yu

where ¥ := {we tits) ④⇐ wee) ⇐⑤ trees}
>depend on the doping

d- = mice ( Ñ☐, i. = minute , 4-D
B = mae(^y☐ , Ñ) §☐=max(4% , UTD

> FK> 0 k c- HE

TIE is called
"

invariant region for the quasi-Fernie
potentials .

Hy is an
"

invariant region
"

for the potential .
This grants the existence of the fixed point of the
iteration since

HE → I. (E) c-I

o



Convergence : it can be demonstrated that the
contraction condition

⇒cel such that 11¥"-I"1¥¥,? 11¥ - k-4k.cm.
HEY

, y
"
c- HE k =/ YI

' I'= II GET g-
"'
= CYI)

which grants convergence for Ta H c-YE
,

holds true for Va small enough (i.e .
Va

comparable with 11+4

Well - posedmess of the current continuity equations
I Ñn(n)=0
I Ñp (p) - 0

as already painted out, can be written in the Louie :

Iu)
on

+ oe.ie = g

Jfk) = V - ee - Dou
Ee

where in case I it is :

ee = nlkt
"

V = ten E
'""

D= Dn

I = pck
)

En(p
"'thi)→Tp(nahh;)

> O G
= NT
In(p

"'tn;) →Tp(north ;)
> ①

while in case 3 it is :

ee = pckte
) 11 =µ§l E

'""

D= Dp

Ncte)
g-

ni& =

En(pcn+n;) →Tp(nM+n;)
> °

In(pentN;) →Tp(north ;)
> °

( remembering that E'
*"
= -04

"">

is a given quantity) .

On

Dirichlet b. c. : all (a) = it. > 0 and eek) = it,> 0 are
also to be enforced to solve the two equations .

To demonstrate the validity of maximum principle,
we apply a notation change to the unknowns n and

p
that comes from equations a and b.



effective
concentrations

N = fn e¥~
where

In= ni e-
¥+1

11

2
> Slotbeeeer

p
= gp e-

¥n
gp = ni

e¥Ñ concentrations

adwjutÉiejutpn :

§z(ME p E -⑧pze) + up = g ( p =p
"">
CD unknown

E = -Eeyore) known)

teF#¥£t+n(8⇒ .

e-¥n
-¥fgé°¥)

> 8z¥%)¥g, = gon
t

8sec -⑤8¥) se = g
L L

Given the positiveness of all quantities involved ,
iuaxiwuuu principle can now be applied to the
problem :

-7 ! g , c- HI (A) s.t.gg > 0

hence
p (
and n) is unique and strictly positive

Note how with this notation change (which goes under
the name of Cole - Hopf transformation) we changed
a drift - diffusion current into a purely diffusive
current :

Jp = 9M¥ p E - q ☐page = - q Diegoon

Also the opposite can be done
. Noting that :

Eep = £
-

niet"¥
-

=
ni_e%¥ (09+-81) = ¥l§9£ + E)

-

Vtn Dse

substituting in the drift - diffusion equation we get :

Jp = quip E- qDp¥z= quit - quiet -¥n(89£ +E)É
=-q⇒= quip = effective electric field

thus changing a drift - diffusion current into a
purely conductive current

Finally, note that : gp
4"

>

p
and Ep

+ → ni
> E



Fiueteeeeueeeetdisoeetiratiou of the current continuity
equation

L L

[OJP of + fiepo = f. got to c- H' (A) see e- (QL)
nose

↳

J&Éñ - J.jp#e+jepd--J.-g0
or o

L L

Can QQ)j÷.ñ + 01cL) - JI.r-ia.if.JO#+Jep4--fg0
I-_ o o

p c- Y
'
:= H' (D)

space discretization

pn c-¥c Y'

Yi Na
- Xi -

Yunte
z1 I 1 I

0
-

h
> L

HKE In : Jpn __ const. over K

Considering now i =3 :

23 K4 Nz KU 23 The JP =_Jpz
-/Jp@¢3 - fezjp 3 +Jap $3 +)rp¢ } =)@¢3 +1843?⃝Ese = -1-12
see DR DX

Nz Nz Nz Nz Over K2

23 K4 Nz KU 23 V4

TJT:# fe.JP> f- E.) +£544s +1719=18%+1843 - §q÷¥÷Nz Nz 22 23
Dse

2h4 23 My

JP, - Jp, +¥?⃝¢s-£§¢3+{§?⃝ a-- Ra JB

123 G, JE ~ $3
> Jps -Jp, = G-

z
- Rs - -É . .

Xz Xz 24 Khe

Discrete conservation law -

Ha
>-

H.
>

JI ✗3 JBIt can be seen as Kirchhoff 's current Law :
. . ⇒ og . i. .

G- - R
=

Hence
,
the finite element method applied to the current

continuity equation embodies, under this assumption ,
a set of KCLS to be solved for each mode of the
discretized domain .



R and G- can be computed using a quadrature
Louise, i.e. a numerical algorithm that approximates
the exact integral of a function :

b

I(f) =/ Lee)dse - Q (f)
a

Fae example , Q care be the trapezoidoe-e.ee :

Q(f):=(f(a)-f(b))bz@
The advantage of using this formula for the computation
of R and A- comes from the simple expression of & :

23 Khe up
①

If • +1T¢, = (feed soca) + feed ÉsÑt¥+(feed sCñÑ+f(adf.ee#HzKz
23 /

= L (Nz) Hat Has
2

Hence the conservation law of the previous case becomes :

Jps - Jp, t ks pz H2
+ Hs

= gz 1-12+1-132 2

As a last step , we need an expression for the
constant current density Jai :

given !

Jp; = - g. Dp . [Bellucci +e) - YCKI)) pin - Bef 4- (kite) - luck :)) pifHi Vtn Vtn

Scharfether - Gammel piecewise constant current model

It can be noted that the conservation law equation
""→ """ " " " " "" → " "
would naturally expect) .

This means that the finite
element euatcix Ep

,
whose rows represent the

conservation law of each mode, must necessarily
be a tridiagaual matrix .

Def . (M -matrix)

⇐ c- Rn
"

invertible w/ AI
'

> Of
"

Monotone
"

t
(E) ii > 0 > ¥ is an M -matrix

(E) ij ⇐ 0 (i=j )



Theorem

Assume that c- IR
""

satisfies the following properties :

(a) (E) ii > 0 (b) (E) i. ⇐ 0 (i=j)
n

(c) I (A) ij > 0 Hj (d) 7- j* S.t. E:(Et)ij* > 0in
=

There is an M -matrix and ¥-1 > 0
.

It is possible to demonstrate that Ep is an M-matrix
and satisfies the theorem above

.

Being the load vector g- (given by the generation term)
strictly positive, we can conclude that the linear
system :

Epp =

g-

returns only positive values of the concentration p .

So the concentrations ( p and n) at every iteration
step will be positive and well- defined .

Save concluding coeiuueuts :

- Gunnel's map uses Boltzmann's statistics (a
and b) to precondition the result of the
problem, thus allowing the use of a decoupled
(i.e. sequential , without any system of equations)
method

,
whereas Newton's method was fully coupled .

- Gunnel's method is very well conditioned, thanks
to the fact that the relevant variables Can , qp and
4) are of the same type and magnitude .

- The advantage of this method , with respect to
Newton's

,
is that it is very robust,

does not

need any particular requirement to work and
it

converges for (almost) any initial guess (i.e. it
benefits from global convergence) .

The disadvantage is that its convergence is not
as fast.

- It can be demonstrated that Guuuuel's method
becomes much slower for foregone devices (i.e.
bigger domain A) .



Mobility models

As we have already discussed, we so far assumed
electrical inability to be constant while in truth
it is not

.

Ed - É = É
m

m* : effective mass of the particle - e-

E : average scattering time

1

I varies with temperature T (since atones in
the lattice vibrate thus affecting the collision
rate and intensity) and with the number of
impurities NE and NE ( since collisions become
more frequent) . 2

Furthermore
,
it would seem that 10%1 diverges with €1 .

however in reality it saturates at a certain saturation
velocity Vsat for high electric fields . 3

y µ
-

=µ•(T J
"

2 MENmin + µ
'
-

Amin
Trey I + (NE + Not )PNeef

IÉI

"⇒""+

Vsat

mobility formulaYeow
field

IÉI

> µ
"⇒= µ

LI

Ice + it ↳ (M¥¥ )
")

Remember that these inabilities
may

also vary
with se !



Semiconductor devices

2- ^

semiconductor
• p- N JUNCTION \ > 9

Confinement of ohmic
t

'"

.÷÷..

electrical phenomena :

jÉ•Ñ=o
,#
Seeta

II. Ñ=oµ lateral surface r =

E. Ñ= @ Va = 0 : thermal equilibrium
Va > 0 : forward bias

Doping and external
voltage affect the energy Va - 0 : reverse bias
band diagram .

With no voltage applied, the two separated
*

regions
have their individual band diagram :

E-
a

EgFn - typep
- type
E-

ME
,

NI

p
- NE n -0 Eo Eo

n - NE p
- o

> se

É
Si Si

When forming a g- injunction, the two diagrams have to
share the same Fenner level

,
which is determined by Va .

• Thermal equilibrium
n E

E-
. . . . -

÷
,

a Built - in
'

'

Energy barrier
'

'

; Ebi
"
:
.
. . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . ①

"

"
'

'

;E-

"

band - bending
"

"
:-.

. .

> seto 42



p, na """"
¥
" " "

g-
Janet

N: ÷

i.

i.

:

i.
5

niFEI
JeO L

Eick) - Ee Ee- Eich

p (2)
= nie KBT nfse) = nie KBT

50
> 5--9 (p - n + NI - NI}

1
,

5
: (quasi - )neutral regions

=

q C-NI + Not ) = 0

3
: depleted region

2

,
4 : minority diffusing regions > typically emerged

with 1 and 5 because

of complex physical description
and weargive relevance

In the depleted region :

Cpi built - in
negligible potential7 7

g =

q (p
- n + NI -NI) :

f-
:+
:
+

g. { 9^15
se > the

,

- :# I
-

qui se else - se

are electric
9 ^ F^

i - se field E is induced

-

""

TH .
*

i i be

The built-in potential and energy
barrier are

strictly related :

Ebi = Eia
,

- Ei = (Ei - Ee) + (EF - Ei ) =
K=L 2=0 K=L

= Kost be(Nñ ) + Kirsten(Nj) = Kost he(N^¥))hi

Q↳i = Ebi = K§T lie (NENE) = V+fu(NENE)9 ni ni

The built-in potential barrier generates a drift current
that

goes against the natural diffusion current due
to the concentration gradients between the n-type
and p-type regions .



At thermal equilibrium ,
as one would expect,

the TOTAL current is 0
,
which means that drift

and diffusion currents perfectly compensate each other
.

(Be careful that in numerical simulations the
met current will be therefore given by the subtactiau
of two large contribution, which weight sometimes
yield a small but non -zero value) .

• Forward bias

A forward bias has a direction of the electric field
such that it

opposes
the built-in potential .

The barrier

is thus reduced
.

For Va > Cpi ,
there is no drift current opposing the

diffusion of carriers : holes and electrons can now

easily diffuse in the neutral regions .

p, ma

i. exact

.
÷÷÷÷÷:*:hi

÷
depends on

<
I > the device

0 42 k

Concentration near the depleted region increases

exponentially with Va .

Carriers diffusing further
in the neutral regions recombine with the majority
carriers

, eventually reaching their equilibrium values .

A diffusion current evidently arises in the neutral
region, whose dependency on Va has to be exponential .

• Reverse bias

In a reverse bias
,
the built-in barrier is enhanced

by the external voltage . Drift forces in the depleted
region are now much stronger than diffusive
trends

.

Almost any carrier reaching depleted
region is dragged against the gradient : holes and
electrons are basically confined in the p-type and
n-type regions , respectively .



p, ma

| / f-
. exact

÷•"÷i t.ee÷ >
behaviour

i

ni .

: completed:÷
NF eeuueoeically !

•

→- I

<
;
be

concentration of minority carriers near the
depleted region is almost nil since they are dragged
by the intense electric field .

A small diffusion current is present in the
neutral regions , which is almost constant with
respect to Va

.

(An additional euedrauiseu called loeeakdouou

way occur in reverse bias when
Va ee 0

.

The electric field in the depleted region becomes

so strong that an accelerated electron (or hole)
may carry enough energy to free another electron
when colliding with an atom of the lattice .

The freed electron, together with the corresponding
hole
, produces the same effect are other electrons,thus triggering an avalanche mechanism that

produces a large amount of current .)

JI -I ^

|Breakdown

>

*g.

Reverse Gies Forward bias

1
Thermal equilibrium
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holes from the oxide interface:

and attracts electrons
.

i.
÷ For a sufficiently high:

voltage called threshold0 9 voltage Vt , electron
canonisation becomes

equal to that of dopants .
A electron channel is formed . By applying a
transversal electric field from side to side of
the device

,
current is allowed to flow .

The higher the gate voltage, the higher the electron
concentration in the channel

,
the stronger the| current foe the same applied transversal voltage .
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Increasing Va. will reduce the barrier from source

to drain
.

Increasing N☐ - Vs / = Miss / will help electrons weave from
source to drain

.

The device effectively works as a modulated resistor
,

between source and drain
,
whose value is

determined by the gate .

Note : boundary conditions of ohmic cautacs

metal contact + equilibrium & electeaeeuteaeity

{ F. =p, = Vest} { 5. ñ= ni pi - ñ + NE - Nñ=o }

> { 4- =9n+V+neu(ñn;) = 9J - V+nlu(I;) } -


